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Abstract. We study intransitive temporal multi-agent logic with agents’ multi-valuations
for letters and formulas. In previous wide accepted research the time and knowledge
primarily were modeled by Kripke models with structure looking as simply a single
time cluster with multi-relations for agents’ accessibility relations. Here we develop this
approach and use Kripke models with linear intransitive time and states represented by
arbitrary time clusters for agents accessibility multi-relations.

This logic is defined in a semantic way, as a set of formulas, which are true at linear
models with multi-valued variables by agents’ and clusters of states. We propose a
background for such approach and a technique for computation truth values of formulas.
Main result concerns decidability problem. We prove that the resulting logic is decidable
and obtain a sort of finite model property.
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Научная статья

Нетранзитивная временная многоагентная логика

с мультиозначиваниями агентов. Разрешимость
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Аннотация. Изучается нетранзитивная временная мультиагентная логика с муль-
тиозначиваниями агентов для переменных и формул. Ранее время и знания моде-
лировались с помощью моделей Крипке, структура которых выглядела как простой
единый временной кластер с множеством отношений достижимости для агентов.
Здесь мы развиваем этот подход и используем модели Крипке, которые представля-
ют собой линейное нетранзитивное время и состояния, представленные произволь-
ными временными кластерами для мультиотношений достижимости агентов. Эта
логика определяется семантически как множество формул, истинных на линейных
моделях с мультиозначиваниями переменными и кластерами состояний. Мы пред-
лагаем обоснование такого подхода и методику вычисления истинностных значений
формул. Основные результаты касаются проблемы разрешимости. Мы доказываем,
что полученная логика разрешима и финитно аппроксимируема.

Ключевые слова: модальная логика, фрейм и модель Крипке, мультиагентная
логика, разрешимость логики
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1. Introduction

Nowadays mathematical logics widely applied in research concerning
computer science, information sciences overall. The interaction here is of
both side and tasks and problems in computer science generates new areas
in mathematical logic and induces creation new technique and tools in
mathematical logic itself. Conception of knowledge arise in the analysis
of distributed systems, and leaded to development multi-agent and multi-
valued logical systems. More details about this can be found in the works
of Halpern, Vardy (Reasoning About Knowledge [11]), Rybakov [17].

It concern also the fixpoint approach, omniscience, monotonicity, justi-
fied knowledge, etc (cf. for example Artemov [1], Artemov [2], Artemov [3]).
It also was implemented in research concerning uncertainty and plausibility
(cf. V Rybakov [18]). Later some works were done towards consolidation
such technique and to refine it towards elements of hybrid cooperation of the
agents [4–6]. Also technique for formalization of knowledge was enriched
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by research in description logics (cf. Baader and Satler [7]), first-order
logic was also implemented (cf. Belardinelli F., Lomuscio A. [8]). Various
semantic technique was used (cf. Horrocks, Sattler [9]; Horrocks, Giese,
Kharlamov, Waler [10]).

In resent time research concerning knowledge was combined with imple-
mentation of temporal logic (cf. Rybakov [13–16]). An automata-theoretic
approach to multi-agent planning was evolved at Wooldridge [19].

In this our short paper we study intransitive temporal multi-agent logic
with agents’ multi-valuations for letters and formulas. Earlier common
knowledge in [11] was modeled at Kripke models with structure looking as
simply a single time cluster with multi-relations for agents’accessibility rela-
tions. This brought interesting strong results correlating well with observed
examples and intuition. Here we wish to develop this approach towards
modeling knowledge with Kripke frames which are linear time models with
states represented by arbitrary clusters for agents accessibility relations.
Here time is intransitive and it acts to only connect clusters. We propose a
background for such approach and a technique for computation truth values
of formulas. Main results concerns solvability problem, we prove that the
resulting logic is decidable, prove existence of some deciding algorithm.

2. Denotation, Preliminary Facts

It is assumed that the reader is familiar with algebraic and Kripke se-
mantics for modal logics, In accordance with the modern interpretation,
by logic we mean the set of all theorems that can be proven in a given
axiomatic system, or all formulas which are true at a chosen set of models.
By propositional logic in his paper we mean algebraic propositional logic
(see [12]), although the reader may consider λ to be just a modal logic,
which is necessary for our purposes. Necessary information and all known
facts used further, can be found in widely known literature (for example
cf. [12], ch. 2.2-2.5; 4.1). To briefly recall definitions, a frame F := 〈F,R〉
is a pair, where F is a non-empty set and R is a binary relation on F . The
basic set and the frame itself will be further denoted by the same letter.

A non-empty set C ⊆ F is called a cluster if: 1) for any x, y from C,
xRy holds; 2) for any x ∈ C and y ∈ W , ((xRy&yRx) =⇒ y ∈ C) holds.
A cluster is called proper if |C| > 1; otherwise we say it is a singleton or
degenerate cluster. For an element a ∈ F , let C(a) will denote the cluster
(i.e., the set of elements mutually comparable with respect to R with a given
element a) generated by the element a. Frame is said to be intransitive if
the accessibility relation R of this frame is intransitive.

A sequence of elements (or clusters) {a0; a1; . . . ; an} of a frame is called
a chain of length n + 1 if, for all i < n, element ai+1 is R-accessible from
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element ai (that is aiRai+1) and there are no other frame elements between
them.

The depth of an element x of a model (frame) F is the maximal number
of clusters in chains of clusters starting from the cluster C(x) containing x.
The set of all elements (worlds) in a frame (model) F of depth not more
than n will be denoted by S≤n(F ), and the set of elements of depth n we
denote by Sn(F ).

Recall some more definitions. Let some class of models K and some
formula be given. A formula is said to be satisfiable (in a given class K) if
it is true at some element of some model from this class.

A logic L is said to be decidable if there is an algorithm which for any
formula may compute if this formula belongs to L. A logic L satisfies the
finite model property (FMP) if for any α 6∈ L there exists a finite L-model
at which α is not valid.

3. Logic NML.

Now we introduce models and technique for our logic. NML-frame is a
tuple

FNML = 〈W,Next,R∼, R1, . . . Rn〉,

where

W =
⋃

i∈J

Ci, J = [0, 1, . . . m] ∨ J = N,

and any Ci is the R∼-cluster, that is R∼ is the equivalence relation such
that : xR∼y ⇐⇒ ∃i ∈ J : (x ∈ Ci & y ∈ Ci); and all Rj, 1 ≤ j ≤ n are
arbitrary relations on any Ci (in particular equivalence relations on Ci).

Temporal binary relation Next is defined as follows:

(x Next y)⇐⇒∃i∈J : (x∈Ci & y∈Ci+1) for some single chosen unique y.

In a case when J = [0, . . . ,m] we assume ∀x ∈ Cm(x Next y) for some
single chosen unique y from Cm.

Definition 1. NML-model is a tuple MNML = 〈F , V1, V2, . . . Vn〉 , where
F is NML-frame, Vi ⊆ 2W is a valuation of i-th agent.

If a ∈ MNML, and a ∈ Vj(p) then write (MNML, a) |=Vj
p and say that

p is true at element a w.r.t Vj valuation of j-th agent.

The language of our NML logic consists of:

1. countable set of propositional variables P := {p1; p2; . . . };
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2. Boolean operations {¬,∨,∧,→};

3. a set of unary modal operations ✷∼,✷1, . . .✷n

and temporal operator Next;

4. auxiliary symbols: brackets.

A formula in the NML-language is defined in a standard way, that are
terms constructed out of letters by chosen logical operations.

Any sets of valuations of agents – Vj , of a set Prop of propositional
variables in frames F from models M to be extended to formulas as follows:
− Truth of Boolean connectives ¬,∧,∨,→ is defined in the standard way;
− (MNML, x) |=Vj

Nextα ⇐⇒
∃k ∈ N : x ∈ Ck ∧ ∃ y ∈ Ck+1 ((x Next y) & y |=Vj

α);
− (MNML, x) |=Vj

✷iα ⇐⇒ ∃k ∈ N : x ∈ Ck &(∀y ∈ Ck (xRiy =⇒
(MNML, y) |=Vj

α));
− (MNML, x) |=Vj

✷∼α ⇐⇒ ∃k ∈ N : x ∈ Ck & ∀y ∈ Ck(y |=Vj
α).

Each element (world) of the NML-frame can be understood as an infor-
mation point. The time relation Next links such points into a linear and
discrete time stream. For two points w and z, the expression w Next z
means that z will be available at the next time relative to w. Although
time is usually thought of as continuous, in view of computational steps
in a computer, it can also be thought of as discrete. In this context, the
discreteness of the time flow is understood as follows: between two time
moments Ci and Ci+1 there are no other time points. The time chain of
states (worlds) has a beginning (the computation starting point).

Also important for us is the assumption of the linearity of the time flow,
that is, the absence of branching: after each time moment Cn there can
only be one moment Ci+1 such that CiNextCi+1. The relation R∼ connects
all information points that are potentially available at the same moment.
Thus, in the interpretation under consideration, R∼ defines the information
potentially known at each information point of the current temporary state.
The relation Ri connects with each other those points that are accessible
to some agent i at the considered moment of time. Each point provides the
agent with some information that is relevant at the moment in the current
state.

Definition 2. Logic NML is the set of all formulas which are true at
each state of each introduced and described above model w.r.t. any agents’
valuation.

Recall the notion of temporal degree. Let α be a modal formula.

Definition 3. The modal degree md(α) of the formula α is determined
as follows: md(p) = md(⊤) = md(⊥) = 0, md(α ∧ β) = md(α →
β) = md(α ∨ β) = max{md(α),md(β)}, md(¬α) = md(α), md(✷iα) =
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md(✸iα) = md(α) + 1,md(✷∼α) = md(α) + 1. The temporal degree is de-
fined analogously with a difference for not-boolean formulas: td(Nextα) =
td(α) + 1.

Now we are ready to go to proof of the following main theorem.

Theorem 1. The logic NML is decidable (since it has a sort of FMP).

Proof. Assume a formula α is given and that formula is not a logical law
of our logic, so α is not valid at one model: (MNML, x) 6|=Vj

α. Let α has
temporal degree td(α) = k.

Without loss of generality we can assume that we take given element x
from first cluster C0 of that model. First we define on each cluster of model
MNML relationship ≡ as follows.

Let Sub(α) be the set of all subformulas of formula α. We define:

w ≡ z ⇐⇒ ∃ n : w, z ∈ Cn & ∀A ∈ Sub(α) [∀ Vj, j ≤ n

[(MNML, w) |=Vj
A ⇐⇒ (MNML, z) |=Vj

A]].

Then we define

∀w ∈ MNML, [w] := {t : w ≡ t}; , W c = {[w] : w ∈W} and

[w]R∼[t] ⇐⇒ wR∼t;

[w]Ri[t] ⇐⇒ ∀i, j∀✷iA ∈ Sub(α)&

&((MNML, w) |=Vj
✷iA =⇒ (MNML, t) |=Vj

A);

∀ p ∈ Sub(α) [V c
i (p) := {[w] : w ∈ Vi(p)}].

Temporal binary relation Next is defined as follows:

([x] Next [y]) ⇐⇒ ∃iJ : ([x] ∈ [Ci] & [y] ∈ [Ci+1])

for some single chosen unique [y], for x, y ∈ MNML such that xNext y. In
a case when J = [0, . . . ,m] we assume ∀[x] ∈ [Cm]([x] Next [y]) for the
same single chosen unique [y] from [Cm]. It’s easy to check that the given
definition of Next is correct:
if x1Next y1, x2Next y2 & x1 ≡ x2, then must also be fulfilled y1 ≡ y2.

We denote obtained model by M∞ = 〈W c, Next,R1, . . . Rn;V1, . . . Rn〉.
The size of the clusters in the resulting model does not exceed n · 2|Sud(α)|,
i.e. limited by some computable function.

The relation defined in this way has the following properties (often called
filtering properties): A) [a]Ri[b] =⇒ (∀✷iA ∈ Sub(α) (MNML, a) |=Vj

✷iA =⇒ (MNML, b) |=Vj
A); B) aRib =⇒ [a]Ri[b]. They are performed
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by virtue of the definition of Ri and Next on the model M∞ of the given
earlier.

Because with this relationship the elements inside one cluster are actu-
ally compressed together and the structure of the model does not change
(a chain of clusters [Ci] connected by a temporal relationship Next), the
resulting model M∞ is also a NML-model.

We may generalize standard well known filtration lemma for the case of
multi-valuation (the proof is very similar to the original proof), and using
it we obtain that the next statement hold:

∀A ∈ Sub(α) [(MNML, x) |=Vj
A ⇐⇒ (M∞, [x]) |=Vj

A].

Hence we get: for some [x] from Cc
o,

Proposition 1. (M∞, [x]) 6|=Vj
α.

Let’s take NML-models

M∞ = 〈
⋃

N

Cc
i , Next,R∼, R1, R2, . . . Rn;V1, V2 . . . Vn〉,

N – set of natural numbers or [0, 1, . . . , k] for some arbitrary large k, and
finite model

Mk = 〈[C0, C1, . . . , Ck, Ck+1], Next,R∼, R1, R2, . . . Rn;V1, V2 . . . Vn〉

and ∀i ≤ k+1 the valuations on clusters Cc
i and Ci coincide on this models.

Theorem 2. Let td(α) = k. Then the truth of the formula α on any
element [x] ∈ C0 of model M∞ is uniquely determined by the values of
all propositional variables included in the formula on elements of clusters
C0, C1, . . . , Ck+1 of frame M∞.

Proof. By induction on temporal degree of formula α. Lets show next: for
any formula α such that td(α) = k holds:

∀x ∈ C0(M∞, [x]) |=Vi
α ⇐⇒ (Mk, x) |=Vi

α) (1)

(I) If td(α) = 0 then by induction on modal degree md(α) one can prove
next statement:

Proposition 2. If td(α) = 0 then ∀x ∈ Ci, i ∈ N, holds:

(M∞, [x]) |=Vi
α ⇐⇒ (Mk, x) |=Vi

α)

Proof. If md(α) = 0, then the formula consists only of propositional vari-
ables and standard Boolean operations. In this case, the truth of the
formula on the element [x] ∈ Ci is determined only by the valuation of
the propositional variables included in the formula only on the element of
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[x] ∈ Ci. Thus, according to the construction of model Mk, the statement
is true.

Let us assume that for formulas such that md(α) ≤ l the statement is
true. Let us show that for formulas such that md(α) = l+1 the statement
also holds.

Let’s α = ✷tβ and (M∞, [x]) |=Vj
α. Then ∀ z ∈ Ct ∈ M∞ : xRtz

holds (M∞, [z]) |=Vj
β and md(β) ≤ l. Then by IH holds ∀z ∈ Ci ∈ Mk :

(xRtz =⇒ (z |=Vj
β)) in model Mk. Hence we conclude (Mk, x) |=Vj

α.
The proof for formula α = ✷∼β is similar.

The proof in the opposite direction is similar. The proposition 2 is
proved.

Hence, in particular, it holds:

td(α)=0=⇒∀x ∈ Ci∈Mk((Mk, x) |=Vj
α)

(II) Let us assume that for formulas such that td(α) ≤ l < k (i.e.
temporal degree not more then l) the statement is true and for all i ≤ l
holds :

td(α)= i=⇒∀j ≤ n ∀z ∈ Ck−i(((M∞, [z]) |=Vj
α⇐⇒ (Mk, z) |=Vj

α)).(∗)

Let us show that for formulas such that td(α) = l + 1 the statement
also holds. Let’s take a formula α = Next β & td(β) ≤ l. And assume
[x] ∈ Ck−l−1 ∈ M∞ & (M∞, [x]) |=Vj

α. Then ∃ [z] ∈ Ck−1 ∈ M∞ :
([z] |=Vj

β). Hence by (*) we get ∃ z ∈ Ck−1 ∈ Mk : (z |=Vj
β). So we

obtain x ∈ Ck−l−1 ∈Mk & (Mk, x) |=Vj
α

The proof in the opposite direction is similar. The Theorem 2 is proved.

The collection of proven above statements implies the following result:
the logic NML is decidable (since has a property related to FMP). Indeed,
if a formula α belongs to the logic NML, then it is satisfied on the basic
model MNML for any valuations of the variables of the formula α. Con-
sequently, this formula is true on the finite models Mk for any valuations
of the variables. Conversely, if the formula α does not belong to the logic
NML, then by what was proved above it is refuted on some finite model
Mk with computable k and of computable size overall. Main Theorem 1 is
proved.

4. Conclusion

In this paper we introduce and study intransitive temporal multi-agents’
logic with multi-valued variable letters. This logic is defined in a semantic
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way as a set of formulas that are true on linear models with time clusters
and multi-agents’ valuations. The main result states that the resulting logic
is decidable (with a sort of FMP).
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