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On a Method for Finding Extremal Controls
in Systems with Constraints *

A. S. Buldaev', I. D. Burlakov'
! Buryat State University, Ulan-Ude, Russian Federation

Abstract. In the class of controlled systems with constraints, the conditions for im-
proving and optimality of control are constructed and analyzed in the form of fixed point
problems. This form allows one to obtain enhanced necessary optimality conditions
in comparison with the known conditions and makes it possible to apply and modify
the theory and methods of fixed points to search for extreme controls in optimization
problems of the class under consideration. Fixed-point problems are constructed using
the transition to auxiliary optimal control problems without restrictions with Lagrange
functionals. An iterative algorithm is proposed for constructing a relaxation sequence of
admissible controls based on the solution of constructed fixed point problems. The consid-
ered algorithm is characterized by the properties of nonlocal improvement of admissible
control and the fundamental possibility of rigorous improvement of non-optimal controls
satisfying the known necessary optimality conditions, in contrast to gradient and other
local methods. The conditions of convergence of the control sequence for the residual of
fulfilling the necessary optimality conditions are substantiated. A comparative analysis
of the computational and qualitative efficiency of the proposed iterative algorithm for
finding extreme controls in a model problem with phase constraints is carried out.

Keywords: the controlled system with constraints, extreme controls, conditions for
improving control, fixed point problem, iterative algorithm.

1. Introduction

Extreme search, i.e. satisfying the necessary optimality conditions, con-
trols in the optimization problems of systems with constraints are usually
carried out for two alternative possible cases: not regular (or degenerate)

* This work was financially supported by the Ministry of Education and Science of the
Russian Federation, project 1.5049.2017 / BC, and the RFBR, project 18-41-030005-1-a.



ON A METHOD FOR FINDING EXTREMAL CONTROLS 17

and regular (or non-degenerate). In the regular case, a widespread approach
for the numerical implementation of the necessary optimality conditions
consists of the construction of relaxation sequences of controls using local
methods for improving control of the gradient type [8;10]. Moreover, at each
iteration of control improvement, the exact fulfillment of the constraints of
the task is not guaranteed.

In the work to search for extremal controls in the regular case, a new
approach is proposed for constructing a relaxation sequence of controls
based on the constructed systems of conditions for nonlocal improvement
of control with the exact fulfillment of the constraints of the problem. These
conditions can be interpreted as fixed point problems of a control operator
with an additional algebraic equation. The fixed point approach under
consideration for improving control is the development and extension of the
nonlocal control improvement approach, which was initially developed in
linear and linear-quadratic state control problems without restrictions [8].
This approach is based on the development of non-standard formulas for
incrementing problem functionals that do not contain residual expansion
terms. Fixed point methods were constructed and substantiated in the
classes of nonlinear optimal control problems [2-5]. This paper describes a
new method for searching for extremal controls in the considered class of
problems with constraints based on the fixed-point approach.

2. Problem with constraints

We consider the class of optimal control problems with constraints,
which can be reduced to the following canonical form:

&(t) = f(x(t),ut),t),z(ty) = 2%, u(t) € U,t € T = [tg, 1], (2.1)
P ( ) QD(] tl /FO )dt — 1nf (22)
Py (u) = p1(2(t1)) =0, (2.3)

where z(t) = (x1(t),...,z,(t)) is state vector, u(t) = (uy(t),...,um(t)) is a
vector of control functions, U C R™ is closed convex set. Interval T is fixed.
As available control functions, we consider the set of V' piecewise continuous
on T functions with values in the set U: V = {v € PC(T) : v(t) € U,t € T'}.
The functions ¢g(x) and ¢;(z) are continuously differentiable on R", the
functions Fy(x,u,t), f(x,u,t) and their partial derivatives with respect
to x, u are continuous in the set of arguments on the set R® x U x T.
The function f(x,u,t) satisfies the Lipschitz condition with respect to = in
R™ x U x T with constant L > 0: || f(z,u,t) — f(y,u,t)|| < Lz -yl

To type (2.1) — (2.3) by standard penalties for violating restrictions,
many optimal control problems with phase and terminal restrictions can
be reduced.
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Available control u € V' is called admissible if functional constraint (2.3)
is satisfied. The set of admissible controls is denoted D = {v € V : ®1(v) =
¢1(x(t1)) = 0}

Consider an auxiliary problem without restrictions based on the La-
grange functional:

i(t) = flaz(t),ut),t), z(tg) = 2°, u(t) € U,t € T = [to, t1], (2.4)
L) = Mo®o(u) + M Py (u) — inf, A= (Mo, A1) € RZAN#0.  (2.5)

The Pontryagin function with the conjugate variable ¢y € R™ and the
standard conjugate system in the Lagrange problem (2.4), (2.5) have the
form

HA(¢a$auat) = (zb,f(x,u,t)) - )\OFO('rauat)a

G(t) = —Hp(p(t), x(t), u(t),t), teT, (2.6)
Y(t1) = —ep(x(t1)),  @M=) = Aogo(z) + Aer(z). '

For an available control v € V', let x(t,v), t € T denote the solution of
system (2.1) for u(t) = v(t). We denote by 1*(t,v), t € T the solution of
the standard conjugate system (2.6) for z(¢t) = z(t,v) and u(t) = v(t).

The well-known necessary optimality condition (maximum principle) for
an admissible control v € V' in problem (2.1) — (2.3) for some A # 0 in the
notation introduced is written in the form:

v(t) = arg mea(}J(H)‘(Q/))‘(t,v),x(t,v),w,t),t eT. (2.7)

As a consequence, this implies the well-known weakened necessary condition
(differential maximum principle), which is presented in the projection form:

v(t) = Py(v(t) + aHi‘(qu(t,v),x(t,v),v(t),t)),t eT,a>0. (2.8)

Here we introduce the notation Py for the operator of projection onto the
set U C R™ in the Euclidean norm.

Note that condition (2.8) is sufficient to verify for at least one a > 0. In
the control linear problem (2.1) — (2.3) (the functions f(x,u,t), Fo(x,u,t)
are linear in the argument u), conditions (2.7) and (2.8) are equivalent.

The degenerate case (A\g = 0) of necessary optimality conditions in spe-
cific problems of optimal control, as a rule, is studied analytically taking
into account constraints (2.3). In the regular case (A9 = 1), in order to
search for extreme controls, constraint condition (2.3) is added to the nec-
essary optimality conditions, and the resulting systems of equations (2.7),
(2.3) and (2.8), (2.3) for a pair of unknown (v, A1) € V x R are solved by
numerical methods.

In this paper, for a regular case, we propose a method for constructing
a relaxation sequence of admissible controls for which the residual value
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of the differential maximum principle in problem (2.1) — (2.3) tends to
zero. The differential maximum principle is formulated in terms of a fixed
point problem that characterizes the conditions under consideration for the
nonlocal improvement of an admissible control.

3. Conditions for improving control

We use the following notation for the partial increment of an arbitrary
vector function g(yi, ...,y;) with respect to the variables ys,, ys,:

Azsl7zszg(y17 "'7yl) = g(y17 ey B ey RSgs "'7yl) - g(y17 w5 Ysyy e Ysay "'7yl)'

Consider the problem of improving the available control in the regular
Lagrange problem (2.4), (2.5): for a given available control v! € V, it is
necessary to find an available control v € V with the condition A,L*(v!) =
LMv) — LMv!) < 0.

In accordance with [2], we introduce a modified differential-algebraic
conjugate system including an additional phase variable y(t) = (y1(t), ...,

yn(t)),

p(t) = —H;\(p(t),x(t),u(t),t) - T'(t), (3'1)

HX(p(t), x(t), ult), t) + r(t), y(t) — z(t)) =
SAQHW@wa@@? : (3:2)
p(t) = —p(x(t1)) — g, (3.3)

(£2@(t) + 0, y(t) = 2(t1) ) = By (@(t1)), (3.4)

in which, by definition, we set r(t) = 0, ¢ = 0 in the case of linearity of
the functions f, Fy, ¢o, @1 with respect to = (state-linear problem (2.1) —
(2.3)), as well as in the case y(t) = z(t) for the corresponding ¢t € T

In the state-linear problem (2.1) — (2.3), the modified conjugate sys-
tem (3.1) — (3.4), by definition, coincides with the standard conjugate
system (2.6).

In problem nonlinear in state (2.1) — (2.3), algebraic equations (3.2) and
(3.4) can always be analytically solved with respect to the quantities r(t)
and ¢ in the form of explicit or conditional formulas (possibly not in a
unique way).

Thus, the differential-algebraic conjugate system (3.1) — (3.4) can always
be reduced (possibly not uniquely) to a differential conjugate system with
uniquely defined quantities r(t) and q.

For the available controls v € V', v! € V| let p*(t,v!,v), t € T be the
solution of the modified adjoint system (3.1) — (3.4) for x(t) = z(t,v!),
y(t) = x(t,v), u(t) = v!(t). The definition implies the obvious equality
pMt,v,v) = PAtv), teT.
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According to [2], the projection conditions for improving the available
control v! € V in the Lagrange problem with a given projection parameter
a > 0 take the form:

v(t) = PU(vI(t) + a(Hqi‘(p)‘(t,vI,v),x(t,v),vl (t),t) +s(t))),t €T, (3.5)

Av(t)H)‘(pA(t, vl v), z(t,v), vl(t), t) =
- <H3(p*(t,uf,v),m(t,u),uf(t),t) +s(t),u(t) — vf(t)>, (3.6)

in which in equation (3.6), by definition, s(¢) = 0 is assumed in the case of
a linear control problem (2.1) — (2.3), or in the case v(t) = v!(t) at t € T..

In the nonlinear control problem (2.1) — (2.3), equation (3.6) can always
be uniquely analytically solved with respect to s(t) (possibly not in a unique
way).

Thus, system (3.5), (3.6) can always be reduced to an equation in the
form (3.5) with respect to the control v with the uniquely determined
right-hand side. The obtained equation can be interpreted as the fixed
point problem with respect to control v for the control operator uniquely
determined by the right-hand side of the equation.

According to [2], the solution v of system (3.5), (3.6) provides an im-
provement in the control v! € V for any parameter o > 0 with an estimate
of the functional improvement:

(0%

AoIy o L o(t) — ol (12
A LM vh) < /TH (t) (t)]|” dt.

Moreover, the improvement of control is guaranteed not only in a suffi-
ciently small neighborhood of the original control v! € V, i.e. the consid-
ered improvement procedure has the property of nonlocality, in contrast to
the known gradient methods and other local methods for improving control.
Consider the problem of improving the admissible control in problem
(2.1) — (2.3) in the following statement: for a given admissible control
vl € D, we need to find an admissible control v € D with the condition

AU‘I)()(’UI) = ‘1)0(2}) - (I)()(UI) < 0.

To implement the problem in the regular case, it is enough to solve
the system (3.5), (3.6) with the additional condition that constraint (2.3)
is fulfilled. In this case, the improvement will be carried out with the
assessment:

AyDo(v]) < —é/THv(t) — ol ()| at. (3.7)

Conditions for improving control (3.5), (3.6), (2.3) with a given method
for the unambiguous resolution of equations (3.2), (3.4) and (3.6) with
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respect to the corresponding quantities r (¢), ¢ and s () can be considered
as a fixed point problem relative to control v with an additional algebraic
equation (2.3). Such an interpretation makes it possible to apply and mod-
ify the known [7] fixed-point search algorithms for solving the improvement
problem on the set of admissible controls.

4. Conditions for optimal control

Between the necessary optimality conditions for an admissible control
in the regular case and the conditions for nonlocal improvement of an
admissible control (3.5), (3.6), (2.3), a connection can be established that
is determined by the following statements.

Let D%w!) C D be the set of fixed points of problem (3.5), (3.6)
satisfying condition (2.3).

Theorem 1. In problem (2.1) — (2.8), the control vI € D satisfies the
necessary optimality condition (2.8) if and only if there is a > 0 for which
the condition

vl € D(vh). (4.1)

Proof. Let v! € D%(v!) for some o > 0, then obviously v/ satisfies condition
(2.8) with the factor A\; € R for which the pair (v!, A1) satisfies conditions
(3.5), (3.6), (2.3). Conversely, let v! € D satisfy condition (2.8) with some
A1 € R. Then control v! is a solution to system (3.5), (3.6), (2.3) at v = v’
for all a > 0. O

Corollary 1. Let the control v! € D be optimal in the reqular problem
(2.1) — (2.3). Then there exists o > 0 for which condition v! € D*(vl) is
satisfied.

From the obtained statements, other simple statements in the regular
problem (2.1) — (2.3) follow.

1) The fixed point problem (3.5), (3.6) with the additional equation (2.3)
is always solvable for a control satisfying the differential maximum
principle.

2) In the case of non-uniqueness of the solution of the fixed point problem
(3.5), (3.6), (2.3) for a control satisfying the differential maximum
principle, this control can be strictly improved by virtue of estimate

(3.7).

3) The absence of fixed points in problem (3.5), (3.6), (2.3) indicates the
non-optimal control.
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Evaluation (3.7) of the functional improvement makes it possible to ob-
tain a strengthened necessary condition for optimality of control in problem
(2.1) - (2.3) in comparison with the differential maximum principle.

Theorem 2. Let the control vI € D be optimal in the reqular problem

(2.1) — (2.3). Then for all o > 0 the condition is satisfied:
D'y = {v"}. (4.2)

Proof. If v € DY(v!), v # v! exists for some a > 0, then according to
estimate (3.7) the control v strictly improves v!, which contradicts the
optimality of the control. O

Note that in the control linear problem (2.1) — (2.3), condition (4.2)
strengthens the maximum principle (2.7).

5. Iterative algorithm

To solve the fixed point problem (3.5), (3.6), (2.3), it is proposed to use
the following modification of the simple iteration algorithm for k& > 0:

vk+1(t) = Py(vi(t) + a(HA(p)‘(t,vI,vk),x(t,vk),vI(t),t) +s(t))), (5.1)

Avk(t)H’\(p)‘ t, vl k), x(t, k), vl (), 1) = 52)
— Hé(pA(taUI,vk),x(uvk ,vl(t),t) + s(t),vk(t) _ Ul(t)>, .
pr1(a(tr, o™ ) = 0. (5.3)

For k = 0, the initial approximation v° € V is specified, for which, in the
practice of computing, the control v! € V is usually chosen.

In this modification, at each iteration of the algorithm, the exact fulfill-
ment of constraint (2.3) is required in contrast to other algorithms [4] for
solving similar problems on a fixed point with an additional condition for
fulfilling the constraint. The solution of equation (5.3) at each iteration of
algorithm (5.1) — (5.3) reduces to solving the implicit equation with respect
to the scalar Lagrange multiplier A\; € R.

The convergence conditions for the iterative process (5.1) — (5.3) can
be obtained similarly to [3;7] based on the requirements that provide the
well-known “compression” property for the operator of the right-hand side
of the fixed point problem.

Iterations over the k > 0 index are carried out until the first strict
improvement of the v/ € V control over the target functional: ®o(vF*!) <
®g(v!). Next, a new fixed-point problem is constructed to improve the
obtained design control and the iterative process is repeated.
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If a strict control improvement does not occur, then the iterative process
is carried out until the condition:
Hkarl_UkH <e

om
where € > 0 is given the accuracy of calculating the fixed point problem. At
this iteration of the calculation of successive problems, the improvements
in the control of the proposed algorithm end.

The control sequence u®, s > 0 formed as a result of the calculation by
the objective functional can start from any available starting control v! € V
for the initial problem of improving control. Beginning with the second
improvement problem, improved v! control becomes valid: v! € D. Thus,
only the initial term developed by the method of constructing the relaxation
sequence u® can be an unacceptable control. The possible inadmissibility
of the start control for index s = 0 greatly simplifies the implementation of
the proposed method for finding extreme controls.

Let us analyze the convergence of the relaxation sequence u® constructed
in the class of admissible controls.

For each index s > 1, we consider the quantity

S(u®) = ®o(u®) — Po(utt) > 0.

If §(u®) = 0, then, by virtue of estimate (3.7), we obtain that u®(t) =
ustl(t), t € T, i.e. the control u® satisfies the condition of the differential
maximum principle (2.8). Thus, the quantity 6(u®) in the regular problem
(2.1) — (2.3) can be interpreted as the residual (measure) of the differential
principle of maximum for the control u®.

Theorem 3. Suppose that in the regular problem (2.1) — (2.3) the family
of phase trajectories of system (2.1) in the aggregate is bounded:

z(t,u) e X,teT,u eV,

where the set X € R"™ is convexr and compact. Then the relaxation se-
quence of admissible controls u® for s > 1 converges in the residual of the
differential maximum principle:

o(u®) = 0,5 — 0.

Proof. Due to the boundedness of the family of phase trajectories, the
sequence ®g(u®) for the index s > 1 is bounded below. Therefore, taking
into account relaxation, this sequence is convergent, i.e.

§(u®) = ®g(u’) — Po(u®™) = 0,5 — oo.
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6. Example

The comparative effectiveness of the proposed method for finding ex-
treme controls is illustrated by the well-known example of a linear problem
with two bilateral phase constraints [6;9]:

{dcl (t) =u (1), {wl (0) = —1,

i‘g (t) =X (t) + ug (t) > Lo (0) = 2,

—8<x (t) <0,—-4 <z (t) <2,t €T =10,10],
¢ (u) = 31 (10) — z2 (10) — 11161\5’

V ={u= (u1,uz) € PC(T) :u(t) e U,t € T},
U={u=(up,u2):|ju1] <1, 1<wup <2}

By introducing additional phase variables using cubic penalty functions,
the problem reduces to an equivalent problem with one terminal restriction-
equality:

®q (u) = 3x1 (10) — 22 (10) — zirel\f/’

@ (u) = x3(10) + 24 (10) =0
A D R e e
To(t) =21 () +u2(t), z9 (0) = 2,
B ()= Qa1 (1), | ws@) =0, €T
4 (t) = Q2 (22 (1)) z4(0) =0,
3, x1 >0, (xa —2)°, x2>2,
Q1 (r1)=1 0, r1 € [-8,0], Q2 (x2)=1 0, T2 € [—4,2],
(_'Il - 8)3,$1 < _87 (_372 - 4)3,$2 < _47

Consider the regular case of the Lagrange problem with the multiplier
A € R:

L (u) = (321 (10) — x5 (10)) + Ap (23 (10) + 24 (10)) — inf .

The Pontryagin function and the differential-algebraic conjugate system
for the Lagrange problem take the following form:

H (p,z,u,t) = prus + p2 (z1 + u2) + p3Q1 (z1) + paQ2 (z2) ,

p1(t) = —p2(t) —p3(t) G1 (21 (1)) — r1(t), ( py(10) = -3,
P2 (t) = —p4 (t) G2 (w2 () — ra(t), po (10) = 1,

p3 (t) = —r3(t), p3 (10) = —Aq,
Pa(t) = —ra(t),Gi(w;) = 3%, i=1,2, pa(10) = —Aq,
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Moreover, the quantity r(t) = (r1(t), ro(t), r3(t),rq(t)) is deter-
mined from the algebraic equation with an additional phase variable z(t) =

(21(8), 22(t), 23(t), 24 ()):
p2 (t) (21 (8) — 21 (1) + p3 () (Qu (21 (1)) — Qu (w1 (1)) +

+p4 (1) (Q2 (22 (1) — Q2 (22 (1)) =
= (p2 (t) + p3 (t) G1 (z1 (1)) + 71 (1)) (21 (1) — 21 (1)) +
+ (pa (t) G2 (22 (8) + 12 (1)) (22 () — 22 () + 13 () (23 () — 23 (1) +
+74 (1) (24 (t) — 24 (1)) -

We fix the following method of unambiguous resolution of the quantity

r(t)=(r1 (), r2(t), r3(t),7ra(t)):

1) if 21 (t) # 21 (t), then ro (t) = 0,73 (t) = 0,74 (t) = 0, and r (¢) ana-
lytically determined in the form of a formula from the above equation.

2) if z1 (t) = x1 (t) and 23 (t) # x2 (t), thenry (t) =0, r3 (t) = 0,r4 () = 0,
and 79 (t) determined as a formula from the equation.

3) if z1 (t) = x1 (t) and 29 (t) = z2(t), then r1 (t) = 0,72 (t) = 0,r3(t) =
O, T4 (t) =0.

From here we get p3 (t) = —A1, pa (t) = —A1, t € [0,10].

Due to the linearity of the Lagrange problem for control, the fixed-
point problem for improving control v/ = (v ,v% ) € V with an additional
condition for fulfilling the terminal constraint takes the form:

(vi(t), v2(t)) = Py(vi’ (t) + api(t,v17,0), 02" (£) + apa(t, 02", v)),

x3 (10,v) + x4 (10,v) = 0.

Where o > 0 — preset projection parameter.

To solve the fixed-point problem with an additional algebraic equation,
we considered the process of simple iteration at & > 0 with the initial
approximation at v° € V for k = 0:

(WML (1), vbTL (1)) = Pu(vil(t) + apy(t,v1!,08), vl (£) + apa(t, val, v*)),

23(10,051) 4 24 (10,01 = 0.

At each iteration of the process, the implementation of the constraint
reduces to solving an implicit equation with respect to the factor A\; € R.

The computational implementation of the extremal control search algo-
rithm is characterized by the following features.

The phase and conjugate Cauchy problems were numerically solved using
the Runge-Kutta—Werner method of variable (5-6) order of accuracy using
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the DIVPRK program of the IMSL Fortran PowerStation 4.0 library [1].
The values of controlled, phase and conjugate variables were stored in nodes
of a fixed uniform grid T} with a sampling step h > 0 on the interval T.
In the intervals between adjacent nodes of the grid T}, the value of the
control function was assumed to be constant and equal to the value in the
left node.

A numerical solution of the algebraic equation with respect to the pa-
rameter \; € R was carried out using the DUMPOL program [1], which
implements the method of a deformable polyhedron. The accuracy of the
solution of the equation was controlled by the criterion:

I = max{T (21 (t, v*1)), To(aa(t, ")), t € T} < ey,

where g1 > 0 — specified the accuracy of the implementation of the corre-
sponding phase constraints, I'; (z;) = ¥/Q; (), i = 1,2.

The iterations of calculating the problem of a fixed point in & > 0
continued until the first implementation of a strict improvement of the
control of v! € V:

L)\(,UkJrl) <L)\(UI).

In this case, a new fixed point problem was constructed to improve the
obtained calculated control, and the iterative process was repeated. In this
case, as the initial approximation of the control v° € V for k = 0 in the
iterative process, the obtained calculated control was chosen.

If a strict improvement in control was not achieved, then the numerical
calculation of the fixed point problem was carried out before the condition

max{|o ™ (1) — of (8)], |05 (1) — 0 (2)],t € Th} < 2,

where g9 > 0 is given the accuracy of calculating the fixed point problem.
On this, the process of constructing and calculating successive problems to
improve control ended.

The calculation was carried out with various available starting controls
vl € V for the initial problem of improving control, various discretization
steps h > 0 and project parameters o > 0. In particular, the control o/ € V/,
which is an approximate copy of the calculation control shown in the figure
in the work [9], was considered as one of the starting controls. As another,
the initial approximation (v/ = —1,v{ = 1) used in the calculations was
used [6].

The specificity of the linearity of the control problem determines the
increased requirements for the accuracy of the calculation of controlled
variables. The control values according to the calculation formula of the
iterative process in the problem under consideration depend only on the
values of the conjugate variables. Therefore, to increase the accuracy of
calculating the conjugate system, the step h > 0 of the discretization grid
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Figure 1. ul, u2 and x1, 2 are trajectories of calculated controlled and phase
variables for start control (v{ =0, vi= 1). @l, 42 and Z1, T2 are trajectories of
calculated controlled and phase variables for start control o7.

Ty, at which the phase variables necessary for calculating the conjugate
system are stored, was chosen to be sufficiently small.

Table 1 shows the calculation results for the three start controls v/ € V
for h = 1074, o = 1072, &y = 1072, &5 = 1076, Here ®' and I'! are the
values of the target functional and the I' index of the phase deviation at the
start control, ®* and I'* are the calculated values of the target functional
and I index of the phase deviation. N is the total number of the calculated
phase and conjugate Cauchy problems.

With the decreasing step h > 0 of the discretization grid T}, the accuracy
of the approximation of the controlled variables increases. In this case, the
calculated values of the target functional improve and come closer to the
calculated optimal value ®* ~ —12.5 indicated in [6;9]. As the step h > 0
increases, the calculated ®* values deteriorate. The qualitative structure
of the calculated controlled and phase variables do not change.

Figure 1 show the calculated controlled variables u; (¢), ug (t) and the
corresponding phase trajectories x1(t), x2(t) obtained by the proposed
method for the two starting controls indicated in Table 1.

Table 1

Calculation results
v’ o' | 1! o* r* N
ol -9.2 | 3.1 | -12.4232 | 1.0 x 1072 134

(v =—-1,vs=1) | -7.3 | 3.4 | -12.0988 | 1.0 x 1072 | 98218
(vi =0,03=1) | -6.1 | 4.9 | -12.1225 | 1.0 x 1072 | 102236

On the whole, the convergence of the construct relaxation sequence
substantially depends on the tuning parameter o > 0, which is selected
experimentally for a specific optimal control problem. As this parameter
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decreases, the total number N of Cauchy computational problems increases
and the convergence rate of the iterative process slows down. With an
increase in the parameter o > 0, the quality of the calculated control
deteriorates until the convergence is lost. This parameter also regulates a
fairly wide area of convergence in the initial starting control. The calcula-
tion of the model problem demonstrates the computational and qualitative
efficiency of the proposed method that is acceptable for practice in compar-
ison with the known methods [6;9] that implement combined multi-method
computing technologies.

7. Conclusion

The developed method for searching for extremal controls in the con-
sidered class of problems with constraints is characterized by the following
features: nonlocality of improvement of controls; the absence of a time-
consuming procedure of needle or convex variation of control in a small
neighborhood of the improved control characteristic of gradient methods;
exact implementation of restrictions; the fundamental possibility of a rig-
orous improvement of non-optimal controls that satisfy the differential
maximum principle; the presence of one main tuning parameter o > 0,
which regulates the speed, quality, and region of convergence of the iterative
process. The relaxation sequence of admissible controls constructed by the
proposed method, under broad assumptions, converges in magnitude char-
acterizing the measure of fulfilling the necessary optimality conditions. The
indicated properties are essential factors for increasing the computational
and qualitative efficiency of solving nonlinear optimal control problems with
restrictions.
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O6 ogHOM MeTOnEe MoWCKa KCTPEMAJIbHBIX yNpaBJIEeHUIl B
cucTeMax C OrpaHUYEHUSIMU

A. C. Byngaes!, U. JI. Bypaaxos!

L Bypamexuti 2ocydapemeennmidi yrueepcumem umenu Jopotcu Bansapo-
6a, Yaan-Yds, Poccutickan Dedepavyus

AnbHoranus. B kiacce ynpaBisieMbIX CHCTEM C OTPDAHUYEHUSIMUA KOHCTPYHDPYIOTCS
¥ aHAJIM3UPYIOTCS YCJIOBUS YIIYUIIEHUsI ¥ ONTHMAJIbHOCTH yIpaBjieHusI B popMe 3a/ad
0 HeNoABMKHON Touke. Takast opMa IMO3BOJISIET MOJIYYUTH yCHJIEHHBIE HEOOXOIUMBbIE
YCJIOBUSI OITHUMAJIBHOCTU 110 CPABHEHHIO C U3BECTHBIMM YCJIOBUSIMU, JA€T BO3MOXKHOCTH
NIPUMEHNTH ¥ MOAUMUIMPOBATH TEOPUIO U METOAbI HETIOABIKHBIX TOUEK [IJIs IIONCKA IKC-
TpeMaJbHBIX YIIPABJIEHUI B 33/1a9aX ONTUMU3AIMN PACCMATPHUBAEMOrO KJIacca. 3a/1adn O
HEIIOJIBUXKHOM TOYKE CTPOATCA C IIOMOIIIBIO IIePeX0/1a K BCIIOMOIaTe/IbHBIM 3aJladaM OIITH-
MaJIbHOI'O yIpaBJyieHusi 6e3 orpanudenuii ¢ dyukipmonasamu Jlarpamxka. [Ipegnaraercs
UTEePalMOHHBII aJITOPUTM IOCTPOEHUA PeJaKCAallMOHHON IIOCJIeI0BATEIbHOCTI JIO0ILyCTH-
MBIX YIIpaBJI€HUH Ha OCHOBE DeIleHUs KOHCTPYHPYEMBIX 3aJa4 O HEeIOJBHUrKHON TOY-
Ke. PaccmarpuBaeMblil aJlropuTM XapaKTepU3YeTCsl CBOMCTBAMH HEJIOKAJIBHOI'O YJIydIIle-
HHS JOIYCTUMOI'O yIIPpAaBJIeHAA U NPUHIUIINAJIBHONR BO3MOXKHOCTBIO CTPOTOr0 Yy UllIeHUs
HEONTUMAJIbHBIX YIIPABJIEHUH, YA0BJIETBOPSIIOMINX U3BECTHBIM HEOOXOIUMBIM YCJIOBHSIM
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ONTUMAJIBHOCTHU, B OTJIMYKE OT I'PAJUEHTHBIX U APYTUX JIOKAJIBHBIX MeTOI0B. OBOCHOBBI-
BaIOTCs yCJIIOBUS CXOAUMOCTH IIOCJIEIOBATEIBHOCTUA YIIPABJIEHUH 110 HEBA3KE BBIIIOJIHEHUS
HEOOXOMUMBIX YCJIOBUN onTUMaabHOCTH. [IpoBOaNTCS CpaBHUTENBHBIN AHAIN3 BBIYUCIIV-
TEJILHON M KadeCTBeHHON 3(P(MHEKTUBHOCTH IPEIaraéMOro MUTEPAIMOHHOIO AJIN'OPUTMA
IMOUCKa IKCTPEMAJILHBIX YIIPABJIEHU B MOJIEIBHON 3a/1a49e ¢ (pa30BbIMU OIPAHUIEHUSIMU.

KuroueBrble ciioBa: ympasiisieMasi CHCTEMAa C OIPAHMYEHUSIMU, SKCTPEMAJIbHBIE yII-
PaBJIeHUsI, yCJIOBU yIydIlIeHUs YIIPaBJI€HUs, 33/lada O HEIIOABUKHOM TOYKe, HTEPAI[IOH-
HBI aJITOPUTM.
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