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Abstract. We consider Malfatti’s problem formulated 200 years ago. In the beginning,
Malfatti’s problem was supposed to be solved in a geometric construction way. In 1994, it
was done by Zalgaller and Los for the original Malfatti’s problem using so-called greedy
algorithm. There is still a conjecture about solving Malfatti’s problem for more than
four circles by the greedy algorithm. We generalize Malfatti’s problem formulated for
the case of three circles inscribed in a triangle for four circles. We examine six cases for
inscribed circles in a triangle. The problem has been formulated as the convex maximiza-
tion problem over a nonconvex set. Global optimality conditions by Strekalovsky have
been applied to this problem. For solving numerically Malfatti’s problem, we propose
an algorithm which converges globally. Subproblems of the proposed algorithm were
quadratic programming problems with quadratic constraints. These problem can be
solved by Lagrangian methods. For a computational purpose, we consider a triangle
with given vertices. Some computational results are provided.

Keywords: Malfatti’s problem, triangle set, circle, global optimization, algorithm, opti-
mality conditions.

1. Introduction

In 1803 Italian mathematician Malfatti posed the following problem:
how to pack three non-overlapping circles of maximum total area in a given
triangle? We call this problem as three-circle problem.

Malfatti originally assumed that the solution to this problem are three
circles inscribed in a triangle such that each circle tangent to other two and
touches two sides of the triangle.
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Now it is well known that Malfatti’s solution is not optimal. There are
works devoted to solving Malfatti’s problem|[2, 5-12]. The most common
methods used for finding the best solutions to Malfatti’s problem were al-
gebraic and geometric approaches. In 1994 Zalgaller and Los [6] showed that
the greedy arrangement is the best one. Based on trigonometric equations
and inequalities, using so called rigit systems they did attempt to find the
best solution to Malfatti’s problem. In this paper, we generalize Malfatti’s
problem for the case of four circles inscribed in a triangle. The paper is
organized as follows. In section 2, we formulate Malfatti’s problem as the
convex maximization problem. Global optimality conditions for Malfatti’s
problem are given in Section 3. In section 4 computational results are
provided.

2. Malfatti’s Problem and Convex Maximization

In order to generalize Malfatti’s problem as an optimization problem,
we need to do following steps.

First, we equivalently formulate the problem in terms of convex sets such
as a circle and a triangle set. Secondly, we characterize inscribed conditions
of circles into a triangle set. For this purpose, we introduce the following
sets. Denote by B(z,z) a circle with a center x € R? and a radius z € R :

B(z,2) = {y € R*||ly — z|| < 2} (2.1)
A bounded and closed triangle set D C R? is given by
D = {z € R?¥|(d’,z) < bj,a’ € R%b; €R,i =1,2,3}, (2.2)

here (, ) denotes the scalar product of two vectors in R? and ||-|| is Euclidean
norm, a' f a’, i # j; i, = 1,2,3.

Theorem 1. B(x,z) C D if and only if
(a', ) + z||a’|| < bsi=1,2,3. (2.3)

Proof.

Necessity. Let y € B(x,z) and y € D. A point y € B(z, z) can be easily
presented as y = x + zh,h € R2/||h|]| < 1. Condition y € D follows
that (a',y) < b;,i = 1,2,3 or equivalently, (a’,z) + z(a’,h) < b;,i =
1,2,3, Vh € R2 Hence, we have

iv i7h <b'7.:17273
(a :13)—1—2”1;13”221(@ ) < b;,i

or _
(', ) + 2(a’, i) < biyi=1,2,3,
which yield
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(at,z) + z||a’|| < byi =1,2,3.

Sufficiency. Let condition (2.3) be held and on the contrary, assume that
there exists § € B(x,z) such that § ¢ D. Clearly, there exists h € R? so
that § = & + zh, ||h|| < 1. Since § € D, there exists j € {1,2,3} for which
{(a?,g) > bj or {a/,x + zh) = (a’,x) + z(a’ , h) > b;.

On the other hand, we have (a’, z)+z||a’|| > b; which contradicts (2.3). O

Now we formulate inscribed conditions of four circles into a triangle set.
There are 6 main cases:
Case 1. Four circles are mutually tangent to each other.
Case 2. Three circles are mutually tangent to each other and fourth circle
is tangent to two of them.
Case 3. Three circles are mutually tangent to each other and fourth circle
is tangent to one of them.
Case 4. One of the circles is tangent to two of them while fourth circle is
tangent to one of them.
Case 5. In addition to case 4, centers of 4 circles lie on the same line.
Case 6. In addition to case 4, centers of only 3 circles lie on the same line.

Denote by c!(z1, 22), ¢2(x3,24), ¢*(x5,26) and ¢ (z7, 28) centers of four
circles inscribed in a triangle set D given by (2.2). Let 71, r9, 73 and r4 be
their corresponding radii.

Now we are ready to formulate Malfatti’s generalized problem for Case 1.

max f = 77(7"% + r% + r§ + 7‘2), (2.4)
(', &) +rjlla’|| <bs, i=1,2,3; 5 =1,2,3,4; (2.5)
It — 1> = (ri +75)%, i # 534,75 = 1,2,3,4; (2.6)
1 2 0,7’2 Z 0,7‘3 Z 0,7‘4 2 0. (27)

The function f in (2.4) denotes a total area of the four circles. Conditions
(2.5) = (2.7) characterize inscribed conditions of four circles into a triangle
set while conditions (2.6) correspond to Case 1. We can easily see that
conditions (2.5),(2.7) and (2.6)for i = 2;j = 4 with

et = 17 > (r3 +14)?, (2.8)
describe Case 2. Case 3 is defined by conditions (2.5),(2.7) and (2.6) for
i = 2;j = 4 with

et = |1 = (rs +ra)?,

le? = H? = (ra +1a)?.
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Case 4 is defined by conditions (2.5),(2.7) and (2.6) for ¢ = 1;j = 3 with

[ = I > (r1 +73)%,
[¢* = A1 > (ra+12)?,
[t = I = (ra+r1)>

Case 5 is defined by conditions (2.5),(2.7) and (2.6) for i = 2;j = 3,4
with
|3 —ct|? = (r1 + 2ry +13)?,
|c* — 2|12 = (rg + 2r3 +14)%,
[¢* = c|? = (r1 + 2r2 + 273 +14)%

Case 6 is defined by conditions (2.5),(2.7) and (2.6) for i = 2;j = 4 with

et = = (rg + 1),
et = 2|1 = (rq +12)?,

It = 12 = (ra+13).

Denote by S;, i = 1,6 sets defined by conditions corresponding to cases
1-6, respectively. The sets S;, i = 1,6 are nonconvex compact sets. Thus,
problem (2.4) — (2.7) becomes the convex maximization problem over a
nonconvex set. A stationary point of this problem satisfies a system of 33
equations and inequalities with 24 variables including Lagrange multipliers.

3. Global Optimality Conditions and Algorithm

In previous section, we note that the solution to Malfatti’s problem is:

— maxymax j,max j,max j,max jJ,max j,1max
fr {Esl.ﬂxes fymax f, max f, max f, Sf}

Let us consider again these problems

max f, S; C R'2, (3.1)
TES;
where x = (x1,22,...,78,71,72,73,74) € Si, i = 1,6.

Problems (3.1) belong to a class of concave programming or equivalently,
convex maximization problem.

Global Optimality conditions for the convex maximization problem first
formulated by Strekalovsky, A.S. in 1987 [4]. Now we apply this result to
problem (3.1) which is the following:

Theorem 2. [j] Let z € S; satisfy f'(2) # 0, then z is a solution to
problem (3.1) if and only if
(f'(y),z —y) <0 for ally € Ey,y(f) and x € S;,
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where E.(f) = {y € R2|f(y) = c} is the level set of f at ¢ and f'(y) is
the gradient of f at y.

Before presenting an algorithm for solving problem (3.1) it is useful to
restate Theorem 2 in a convenient way via the function ©(z) defined for
z € 8;:

O(z) = max Il(y),
) YEE () (f) w)
where Il(y) = max(f'(y), z —y).

It has been shown in [1] that the function II(y) is continuous and differen-
tiable in directions. Since f is strongly convex, the set E f(z)( f) is compact.
Thus, ©(2) < +00. We note that II(y) < ©(z) for all y € Ey(,)(f).

Theorem 3. Let z € S; satisfy f'(z) # 0, if ©(z) = 0 then z is a global
solution to problem (3.1).

Proof. follows from the following inequalities:
'),z —y) < TM(y) = max{f'(y),z —y) < O(2) =0
which hold for all z € S; and y € Ef.(f). O

Now we apply the Algorithm MAX in [1] to solve problem (3.1) numer-
ically.

Algorithm MAX

Step 1. Choose a point z° € S; such that f/(z%) # 0. Set k := 0.

Step 2. Solve the problem  max II(y).

Let y* be a solution to this problem, i.e.

O(y*) = max max(f , T —Y).
(") B max(f'(y), & —y)

Let O(2") := II(y*), and let "' be a solution satisfying
(y") = (f' (") ™ = o).

Step 3. If ©(zF) = 0 then stop, and z* is a global solution.
Otherwise, set k = k + 1 and return to Step 2.

The convergence of the Algorithm is given by the following theorem.

Theorem 4. [1] The sequence{z" k = 1,2,...} generated by Algrorithm
MAX is a mazimizing sequence for problem (3.1),that is,

Jim f(a") = max f(z),

7
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and every accumulation point of the sequence {azk, k=1,2,...} is a global
maximizer of the problem.

4. Computational Results

Algorithm MAX starts with an arbitrary local maximizer z* found by
fmincon in Matlab. Note that in numerical experiments we solved subprob-

lem max II(y) at each iterations k = 1,2,..., as problems with the
yEEf(zk)(f)

single equality constraint by the set covering method [3] while problems

m%x( f'(y*),z — y*) have been solved by Lagrangian method. For a test
TEDG

purpose, the triangle with vertices A(0,0),B(3,4) and C(8,6) has been
considered. As we can see in Section 2 that solving Malfatti’s problem
consisted of six main cases. Then this problem is the following for Case 1:

max f = 7(r? +r3 + 13 +7r3) (4.1)

—4x1 + 322 + 5y <0,
321 — 4xe + 511 <0,
—2x1 + bxo + \/ﬁrl < 14,
—4x3 + 3x4 + bro <0,
3x3 —4xy + dry <0,
—2x3 + bxy + \/ﬁrg < 14,
—4x5 + 3xg + dr3 < 0,
3xs — 4dxg + 513 < 0,
—2x5 + bxg + @Tg < 14,
—4x7 + 3xg + dry <0,
3x7 — 4dxg + 514 < 0,
—2x7 + bxg + \/ET4 < 14,

(23 = 21)% + (24— 2)* = (11 +12)? = 0,
(x5 — x1)% + (26 — 22)? — (11 +73)> =0,
(x5 — 23)% + (26 — 24)? — (12 +13)% = 0,
(x7 — x1)2 + (zg — m2)2 —(r1 + 7’4)2 =0,
(z7 — x3)% + (28 — 24)? — (12 +14)%> = 0,
(z7 —5) + (x5 — 26)> — (r3 +14)? =0,
r1 > 0,79 > 0,73 > 0,74 >0 (4.2)
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Similarly, we solve the problems:

max f = 7(r} + 13 + 73 +13),

subject to z € S; C R2, i =2,6.

The performance of the proposed algorithm was tested on six cases of
Malfatti’s problem. The programming code for the algorithm was written
in Matlab and run on a computer Pentium Core 2. The results are given
for each case in Table 1.

Table 1

Numerical results

Case  Initial local value Global value Computational time(min:sec)

Case 1 1.7727 2.4584 2:28
Case 2 1.8837 2.8062 2:06
Case 3 1.7538 3.2650 1:49
Case 4 2.1941 3.7104 2:19
Case 5 2.1083 3.0629 2:58
Case 6 2.9544 3.6689 1:55

The global solution to Malfatti’s problem (4.1) — (4.2) corresponding to
Case 4 was f* = 3.7104 and the centers of the circles were:
(x7,x35) = (5.3057,4.4858),
(3, 27) = (4.4925,4.0288),
(xf,zf) = (3.4339, 3.4339),
(x%, %) = (2.5830,2.5830).

During computational process, local and stationary points were exam-
ined by Algorithm MAX. Geometric pictures showing global solutions of
six cases are given in Figures 1-6.

Conclusion

200 years old Malfatti’s problem has been generalized for four-circle case.
The problem was reduced to the convex maximization problem with 12 vari-
ables. The global optimality conditions by Strekalovsky as well as a global
search algorithm in [1] have been applied to the problem. Computational
experiment was done for a given triangle.
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Figure 1. Case 1

Figure 2. Case 2
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Figure 3. Case 3

Figure 4. Case 4
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Figure 5. Case 5

Figure 6. Case 6
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P. 9uxb6at, M. Bapkosa
Merton, riobasnbHOro nomcka muas 3agaun ManbdarTu: ciaydaii
YEeTBIPEX KPYTOB

Awnnoranusi. PaccmarpuBaercs 3amada Manbdartu, copmynmupoBanuas 200 et
Hazak. V3HadajabHO, pelleHne 9TON 3a/1a49n MPEIIIOJIarajloCb FT€OMETPUIECKIUM METOIOM.
B 1994 roxy 3anramnep u Jloc mpemioKuan Ay pemreHns TaK HA3bIBAEMBIN KA IHBIN
asropurM. OHAKO JI0 CHX [OP HE U3BECTHA ONTUMAJIBLHOCTH TOTO AJITOPUTMA JIJIs 3a-
naau ¢ n > 4 kpyramu. B crarbe obobiaercsa 3agada MasbdarTu, chopmyimpoBanHas
IS TPEX KPYTOB, Ha CJIydYail 9eThIPEX KPYTOB. BbUIM MCCIEIOBAHBI MIECTh BO3MOXKHBIX
BapUAHTOB BIIMCAHUS KPYI'OB B TpeyroJbHUK. Vccnenyemast 3amada popMyaupyercs Kak
3a/[a9a MAKCUMHU3AIINN BBITYKJIOM (DYHKIIMN HA HEBBITYKJIOM MHOXKECTBE, JIJIsI PEITeHUsT
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