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Awnnoranusi: PaccmaTpuBatoTcst 0000IIEHHbBIE PEIeHUs 33,189 ONTUMAJBHOIO yIIpaBJie-
HUsi. BBoauTCs mTOHsiTHE 0O0OIIEHHOTO UMITYJILCHOTO yIipaBjenus. IIpeaaraercsa HEKOTO-
poe paciupenue JIJTst 33/1a9u YIIPABIEHUs C OTPAHNYEHUSIMU, TTOIUHSIIONIEHCS TMHAMUKE
obmiero Buga. CdhopMysimpoBana COOTBETCTBYIONIAs TeOPeMa CYIIECTBOBAHUS B KJIACCE
pa3pbiBHBIX ayT. IlpescraBiienHoe pacimpenue siBjisieTcst 6ojiee y3KUM, 9eM paHee MOJTy-
YeHHbBIE B JINTEPATYPE JJIs 33/1a9 9TOr0 THUIIA, IIOCKOJIbKY COJIEPXKUT MEHbIIIE 0000IIEHHBIX
VMIYJIbCHBIX YIIPABICHUN U, COOTBETCTBEHHO, MEHBIIIE TPACKTOPHUl. DTO JIOCTUTAETCS 38
CcUeT OTKa3a OT KOHBEKCH(UKAIINK 33Ja4i. B KayecTBe OCHOBHOTO WHCTPYMEHTA HCCJIe-
JOBaHUS IPUMEHSIETCS 00IIen3BecTHAS pa3pbIBHAS 3aMeHa epeMeHHo Bpemenn Jlebera.
OTa 3aMeHa IIepEMEHHON PeaJsiM3yeTcs 3a CIeT HEeKOTOPOH peayKuuu 3agadu. BakHo or-
METHTb, 9TO TIOJIy9IeHHAs TeOPpEeMa CyIIECTBOBAHUs He Bcerja npuMenuma. [loaromy Bo3-
HUKaeT 33/a9a HAaXOXKJIeHUsi OoJiee TOHKUX YCJOBHUI CyIeCTBOBAHUsS pelleHus. B cBs3u
¢ 3TUM 00CY2KIaeTCsl Psifl KJIACCUYECKUX 33129 BAPUAIMOHHOIO UCUKCJIEHUSI B KOHTEKCTE
MIPEe/ICTABIEHHOTO HEJITMHEHHOTO UMITYJILCHOTO pacimupentst. CTaThsl TOCBSIIAETCS TAMSITH
Bragumupa AnexkcangpoBuda JIbIXThI.

KirroueBsble ciioBa: onTuMaJibHOE UMITYJIbCHOE yIIpaBJIEHUE, 0606HI€HHI>IE penienusd, Teo-
PEMBI CYyIIeCTBOBAHUSA

Ccouika muis mutupoBaHus: Karamzin D.Y. One Remark on the Existence Theorems
for Generalized Impulsive Control Problems // N3Bectus UpKyTCKOTro rocyapcTBEHHOTO
yuusepcurera. Cepust Maremaruka. 2025. T. 54. C. 18-32.
https://doi.org/10.26516/1997-7670.2025.54.18

1. Introduction

Some problems of Calculus of variations do not have continuous solu-
tions. There exists a number of classical examples illustrating this phe-
nomenon such as Catenary, Dido’s problem, etc., when the boundary con-
ditions reach critical values. The absence of a classical solution naturally
gives rise to the issue of extension or relaxation of the problem. The
extension leads to the concept of a generalized solution. Regarding the
topic of extensions, one can read, for example, in the books [1;5;10].

Passing to a broader setting, one can consider controlled dynamics

z(t) = f(x(t),u(t),t), u(t) e U ae.te€l0,1],

where wu(t) is a measurable function in L,([0,1]), p > 1. Considering end-
point constraints and a minimizing cost, one can examine an optimal control
problem over this dynamics, in which discontinuous arcs can be candidates
for solutions. Such arcs may only arise when the set U is unbounded. In-
deed, on the one hand, it is clear that discontinuities appear when & begins
to take unbounded values. On the other hand, in the case of a bounded
set U, and under fairly general assumptions, an extension into the class
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of absolutely continuous trajectories is implementable. It was proposed
in [8] and is based on the concept of generalized control. For compact
U, the set of generalized controls is weakly sequentially compact which
is of decisive importance for the existence of a solution in the extended
problem. However, if U is unbounded, then this is not the case. For this
reason, when extending a control problem, it follows convenient to split the
control parameter in two parts u and v, and to put that v € U, and U is
compact, while v € V, and V is some closed, but necessarily unbounded
set, for example, a cone.

Consider a simple type of extension in case when V # @. The measur-
able control function v(¢) can be replaced by a Borel measure p on [0, 1].
Indeed, on the one hand, any absolutely continuous Borel measure generates
an integrable function, namely its Radon-Nikodym derivative: du/dt =
v(t). On the other hand, there are measures which cannot be associated
with any measurable integrable function, for example, Dirac’s measure.
Then, it is simple to verify that this approach offers some extension for the
following dynamical system affine in the control variable v:

&= f(z,u,t) + G(t)v, veEK,

where u = u(t) is an ordinary bounded control with values in U, v = v(t) is
an unbounded control function with values in some convex closed cone K,
and G is some smooth matrix-valued function. Replacing v with u, and
minimizing the cost on the solutions to the extended control system with
measure, one arrives at the optimal impulsive control problem in its sim-
plest form. The generalized trajectories z(t) are functions of bounded
variation, and therefore, can exhibit discontinuities. The generalized con-
trols are Borel vector-valued measures which are also termed as impulsive
controls. The idea of such an extension was first proposed in [19;24].

The complexity of the extension increases if one considers more general
control systems, for example, when the matrix G begins to depend also
on the state variable: G = G(x,t), or even on the both state and con-
trol variables: G = G(z,u,t). It follows that in this case, the class of
Borel measures is not sufficient to describe the generalized control in the
extended problem. The impulsive control turns out to be something more
than just a Borel measure, but it is a pair (u;{v;}), where p is a Borel
measure, and {v;} is a certain family of ordinary measurable and bounded
controls termed attached. The attached controls act only on the breaks of
the system, that is, at the moments when an impulse occurs. This case
of extension was of interest to many researchers as there is an extensive
literature on this topic, see, e.g., [2;3;5;11;14;25]. This list of works is far
from exhaustive.

The general case is given by the system

t=g(x,v,t), vev, (1.1)
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where ¢ is some smooth vector-valued function, and the set V', as noted
above, is closed and unbounded. The system (1.1) obviously includes the
above considered cases. Various types of extensions to (1.1) have been
studied, for example, in [12;15;18;20;24].

In [12], the idea of ‘merging’ a Borel measure p on [0, 1] with generalized
Gamkrelidze controls over V' was proposed by virtue of the discontinuous
Lebesgue time-variable change. Such a composition of controls of different
types, together with some standard compactification procedure, leads to a
fairly general extension of the original problem into the class of discontin-
uous trajectories. In this work, an extension is proposed for a constrained
control problem driven by (1.1), which is smaller than the one of [12], as
it contains less generalized impulsive controls, and, correspondingly, less
trajectories. This is achieved due to rejecting the problem convexification.
The drawback is a weak existence theorem, which is not always applicable.
Therefore, a task of finding more subtle conditions for the existence of
a solution arises. In this regard, some classical variational problems are
discussed in the context of a nonlinear impulsive extension.

In general, there exists an extensive literature focusing at the theory of
optimal impulsive control. In addition to those already mentioned above,
there are, for example, sources [4;6;9;13;16;17;21-23]. In conclusion, let
us note profound works of Vladimir Alexandrovich Dykhta on the control
theory and, in particular, the book [5], which had a great impact on the
author’s Ph.D. thesis, [11].

2. Statement of the problem

Below, we will study generalized solutions which may arise in the fol-
lowing constrained optimal control problem:

Find the minimum of ¢(xg,x1)
under constraints & = g(z,v,t),
= IL‘(to) S A, r, = l’(tl) € B,

o
h(z(t),t) <0 Vt € [to, t1],
v(t) €V ae.t € [to, t1],

(2.1)

where ¢ : R x R* - R!, g:R" xR™® xR! - R", h:R" xR! - R/
are given continuous mappings, A, B,V are given closed sets, and [to, 1]
is a given time interval which is fixed. The measurable function v(t) is a
control, which is allowed to take unbounded values. The function h specifies
the so-called inequality-type state constraints.

Let us associate with Problem (2.1) some a priori given scalar function

w : Ry — Ry. The function w has the following properties:
a) w(0) = 1;
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b) it is continuous and increasing;

c¢) lim w(y) = +o0.!
Y—>00

Suppose that the control function v(¢) in Problem (2.1) is such that
w(|v(t)]) is integrable. If, for example, w(y) = 1 + y, then v is a function
of class Ly, if w(y) = 1+ y?, then v is a function of class L, and so
on. Thus, the function w defines the base class of measurable controls for
Problem (2.1). Those functions v for which w(|v]|) is non-integrable will not
participate in the construction of the extension. If it is necessary to extend
the problem with bounded controls, that is, for class L, then the function
w can be chosen arbitrarily taking into account its properties mentioned
above, for example, w(y) =1+ y.

It is clear that (2.1) is more general in its formulation than the previously
discussed problem, in which the set of control parameters U is compact.
The set V in (2.1) can be unbounded. The formulation (2.1) includes the
possibility of minimizing the integral functional

t1
fo(z,u, t)dt.
to
This can be done by introducing an additional state variable x : x =
fo(z,u,t), xo =0, with x1 to be minimized.

In order to perform the extension, we need a natural compactification
of the space R™, which is obtained by adding to R™ the set S, called the
‘sphere at infinity’. The sphere at infinity is the usual (m — 1)-dimensional
unit sphere, but it is contained in the copy of R™. Formally, such a com-
pactification is defined as a pair (©, B;), where Bj is a closed unit ball in
the R™-copy, and © : R™ — B; is an embedding, which is defined by the

formula: v
OWw)=———,
) =157

Extending this embedding onto the sphere at infinity by the identity map-
ping ©(I) = I, | € S, one obtains a topology on R™ := R™ U S, in
which the sets ©~1(O) are considered open, where O is open in the induced
topology on B;. Then, © : R™ — By is a homeomorphism, while the space
R™ is topologically equivalent to the closed unit ball, and hence, is compact.

Note that the set V is closed in R™, but generally speaking, not in R™.
Denote by V its closure in the above described topology of R™. Clearly,

the relation V = ©~! <cl@(V)) holds, which will be used below.
Consider the function

v e R™.

g(z,v,t) = W

1 One can also consider the case of a finite limit. However, then, as it will become
clear from the further exposition, discontinuities of trajectories do not arise. This case
fits into the already known theory.
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Our main assumption will be that the mapping g is continuously extendable
from R™ x R™ x R! to R" x R™ x R!. Thus, for each z,t the function g(z, -, t)
is defined on the compactified space R™, and is continuous. In particular,
it is continuous on the sphere at infinity, and one has

3,1, t) = lim L& 01

Vz,t e R" xR, Vie Sy..
vl w(|vl])

Above, the convergence of elements v € R™ to an element | € Sy is
understood in the sense of topology on R™ and means that

v
o) = —~ + a(v),
|v]
where a(v) — 0 for |v] = oo, v # 0.
Consider the following definition.

Definition 1. We will say that the control problem (2.1) admits an im-
pulsive extension of order w if the mapping g can be continuously extended
to R™ x R™ x R and this extension is nontrivial, that is,

g('v K ')‘R"XSOOXRl 7é 0.

Thus, if there are points x,t such that the function g(z,-,t) : Soo — R”
is not identically equal to zero, then we say that the control problem admits
an impulsive extension of order w.

Consider also the following hypothesis regarding g.

H1) The mapping g satisfies the following estimate:
9(z,v,t)] < k()1 + |z|) V(z,v,t) € R" x R™ x R!,

where & is some integrable function on [tg, 1].

Set T' = [to, t1]. Consider a Borel measure p : B(T') — [0, 400) such that
w > £. Here, B(T) denotes the o-algebra of Borel subsets of T', and ¢ is
the Lebesgue measure on R. The inequality p > ¢ means that p(B) > ¢(B)
VB € B(T). Below, we will identify g with its unique completion in the
Lebesgue-Stieltjes sense. Thus, one also has that u(E) > ¢(E) VE € L(T),
where £(T') is the o-algebra of Lebesgue subsets of T'.

Consider the following change of variable which is, in fact, the well-
known discontinuous time-variable change due to H. Lebesgue,

W(t) = ,u([t(),t]), tc (to,tl], ﬁ(to) =0. (2.2)

It is clear that m : T' — [0, ||]|], where ||| = p([to, ¢1]) is the total variation
of the measure. It is simple to derive that, since p > /¢, there exists an
inverse function 6(s): [0, ||u|]] = 7" such that

a) 6(s) is monotonically increasing;
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b) 6(s) is Lipschitz continuous with |6(s) — 0(¢)| < |s — t| Vs, t;

c)0(s)=1,Vsel,;, V1 €T, where I'; = [r(77), m(rT)].

Note that the function 7(¢) maps p-measurable sets to ¢-measurable
sets. Indeed, this follows directly from the definition of 7 and from the
representation of a measurable set as union of a Borel set and a set of
zero measure. Therefore, if a set E is u-measurable, then the set 67!(E)
is measurable. This implies the following important fact. The function
v(0(-)) is measurable if v(-) is p-measurable. Thus, the following change of
variable under the integral is feasible:

/t:l v(t)dp = /Oull v(0(s))ds.

By Ds(u), denote the set of atoms of p, that is,

Ds(u) :={re€T: p{r}) > 0}.

By D(t;u), we denote the Radon-Nikodym derivative (if exists) of the
Lebesgue measure ¢ w.r.t. u, that is, D(¢; p) := %. It is clear that D(-; )

is p-measurable and has values in [0, 1].

3. Extended Problem

The extension for (2.1) takes the following form:

Find the minimum of o(xo, 1), (3.1)

t
subject to constraints  z(t) = / g(x,v,t)de, Vte (to,t1], (3.2)
to

xo € A, r1 € B, (3.3)
h(z,t) <0,  (3.4)
¢ = {u,v,v,;}, rangec C V.

The above formulae and new notation require clarification. The symbol
¢ denotes generalized impulsive control. By definition, it consists of three
components:

— p:B(T) = [0,400) — a non-negative Borel measure such that p > ¢;
— v:T — V — a p-measurable function such that?

1
Dty = ——
00 = ot
? In (3.5), it is naturally assumed that [v[rm = 00 V¥ € Seo, w(00) = 00, and L = 0.
Hence, in particular, taking into account that p > ¢, it follows that the set of points ¢ in
which the control value v(t) is on the infinitely distant sphere has zero /-measure.

pa.e.; (3.5)

WsBectus VMpkyTcKOro rocy1apCTBEHHOTO YHUBEPCUTETA.
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— vy :[0,1] = V N Sy — a family of measurable functions depending on
7 € Ds(p) with the values from the infinitely distant sphere.

The family {v;},epg(y) is termed the attached family of controls. It is
clear that all the three components of the generalized impulsive control are
closely related with each other.

Let x,(s) denote the solution of the attached differential control system:

{ 2 (8) = Arg(z,(s),v:(8),7), s €0,1],
2 (0) = 2(77),

where A; := pu({7}). A function of bounded variation z(t) is called a
solution of Equation (3.2) corresponding to z¢ € A provided that:

x(t):a:A—i—/tg(a:(H),v(@),G)duc—i— > () -2 0).

to T€Ds(p): 7<t

for all ¢t € (to, t1], and x(t9) = xo. Here, p. is the continuous component of
1, that is, the sum of its absolutely continuous and singular components.

The state constraints (3.4) are understood in a somewhat broader sense
than the usual inequality. More precisely,

h(z(t),t) <0, VteT,
h@,t) <0 { hgxg()s),)ﬂ <0, Vse€[0,1], V7 € Ds(u).

A pair (z,c¢) is called a control process if condition (3.2) is valid. A
control process is called admissible if the endpoint constraints (3.3) and
state constraints (3.4) are satisfied. The set of all admissible processes
is denoted by P. An admissible process (z*,¢*) is called optimal, or a
solution to problem (3.1), if the value of the minimizing functional is the
least possible on the set P.

Let us comment on these definitions. Problem (3.1) represents an ex-
tension of (2.1), since for any admissible control v(¢) in Problem (2.1)
there exists a generalized impulsive control ¢ in Problem (3.1) such that
the corresponding trajectories, and hence, the values of the minimizing
functional, coincide. Indeed, let v(¢) be an ordinary control. Consider an
absolutely continuous Borel measure

W(E) = [E w(lp(t))dt, F € BT).

Set ¢ = (p,v(+),0). It is clear that D(t; u) = m, and hence, Condition
(3.5) is valid. At the same time, by definition of g, one has

:c(t)—xo—i—/ g(x,v,ﬁ)dc—mo—i-/ 9(”““(9‘);”(9)’9) w([o(8)])d6 =

to o W)
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t
= 10 —|—/ g(x(0),v(6),0)do.
to
Condition (3.5) is of critical importance. Indeed, without this condition,
the proposed formulation is not a correct extension of the original problem
(2.1), which can be easily seen in the simplest examples. Let

n:m:]-v JJ[):O, g(x,v,t)=1+v, V:[l,OO], W(y):1+y

It is clear that g = 1. Let p := ¢ and consider the time interval [0, 1]. The
trajectory x(t) = t corresponds to the chosen measure and is admissible
in the extended problem. However, z(1) = 1 ¢ cl A(1) = [2,00), where
A(t) is the reachability set of the original system at time t. Therefore,
the indicated trajectory cannot be approximated by the trajectories of the
original problem, and therefore, it should not be included in the extension.
This happened since Condition (3.5) is violated in the considered example.

In the case of a bounded problem (when V' is compact), can any other
trajectories, except for the trajectories of the original problem, be included
into the extension? The answer is negative. Indeed, by virtue of (3.5), p is
absolutely continuous, while its density equals w(|v(t)|), and therefore, is
bounded. Then, by virtue of the definitions (see the above reasoning),
the set of admissible trajectories does not change when passing to the
extended problem. Thus, new trajectories can manifest only when the
set V' is unbounded.

4. Existence Theorem

One of the central questions in the theory of extensions concerns the
existence of a solution in the extended problem. The following existence
theorem is a version of A.F. Filippov’s theorem, [7], adjusted to the case of
discontinuous trajectories.

Theorem 1. Suppose that Problem (2.1) admits an impulsive extension
of order w. Let one of the sets A or B be compact, and P # &. Suppose
also that there exists a constant k > 0 such that

(z,0)eP = |lu|l <-. (4.1)
Suppose also that the set
1
U (g(x,v,t),) c Rt (4.2)
e lelrer)

is convex for all x,t, and hypothesis H1) holds.
Then, Problem (3.1) has a solution.

WsBectus VpkyTcKOro rocy1apCTBEHHOTO YHUBEPCUTETA.
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Proof. The idea for the proof is to reduce the impulsive control problem
(3.1) to a conventional optimal control problem using the Lebesgue dis-
continuous time variable change along with a compactification procedure.
Consider the embedding © : R™ — B; defined in Section 2. Set

f(z,u,t) := g(z,0 L (u),t), U:=0(V)C By,

and consider the following conventional control problem with bounded
controls.

Find the minimum  ¢(zg, z1),
subject to constraints & = f(z,u, x),
X =q, a.e.s € [0, s1],
z(0) € A, z(s1) € B,
x(0) =to, x(s1) =1,
h(z,x) <0,
0= ——21
w(O~ T (u)lgm)’
u(s) € U, a(s) € [0,1] a.e.s € [0, s1].
The point s; in Problem (4.3) is not fixed, unlike Problem (3.1), which is
set on a fixed time interval. The control functions in Problem (4.3) are a(s)
and u(s). Note that U is compact, as is the image of V under the continuous
mapping ©. Let us show that Problems (3.1) and (4.3) are equivalent, i.e.,
for any admissible process (x,¢) € P of Problem (3.1), there exists an
admissible process (Z,x, o, u, s1) of (4.3) such that p(zg, 1) = ©(Zo, 1),
and vice versa.
Let (z,¢) € P, where ¢ = {u,v,v;}. Consider the discontinuous time
change 7(t). The inverse function is denoted by 6 = 6(s), 0 : [0,s1] — T,
where s1 = ||u||. Take

ate) = { DGR BoC T,y f QWO it < T

0, otherwise, O(v-(¢r(s))), otherwise,

(4.3)

i(s) :{ z(6(s )la if s € TS(,“)7

x+(¢-(s)), otherwise

Here,
T :=[0,s1]\ |J Tr, &ls) o= ) I, —[0,1].
T€Ds(p) T
Let us demonstrate that

0(8) =19+ (4.4)

O\Cn
Q
—~
2l
IS
N

Indeed, by definition one has £([to,t]) =

t
t—ty= D(o;u)dp = | D(o;u)dn(o / D(0

[to ,t} to
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Substituting ¢ = 6(s), taking into account the definition of «a, 6, and also
the fact that 7(6(s)) = s, as soon as 7 is continuous at the point ¢t = 6(s),
one arrives at (4.4). Therefore, x = 6.

By virtue of (3.5), it is obvious that the additional control constraint
a(s) = 1/w(|©7(u(s))|) imposed in (4.3) is satisfied for a.e.s. It is also
clear that the endpoint and state constraints in Problem (4.3) are satisfied.
By changing the variable in (3.2) and taking into account the concept of
extended trajectory, we obtain that the trajectory Z(-) satisfies the dynam-
ics in (4.3) on [0, 1] for (xp,,u). It is obvious that Z(s;) = x1. Thus,
the constructed process (Z, x, &, u, s1) is admissible in Problem (4.3). It is
clear that z; = z1, and hence, ¢(zg, z1) = ©(Zo, Z1).

Consider an arbitrary admissible process (Z, x, a, u, $1) of Problem (4.3).
Function x(s) is the inverse of some discontinuous time change 7 : T —
[0, s1], where 7(t) is uniquely defined as a function such that 7(x(s)) = s,
a.e.s: afs) > 0, w(tg) = 0, w(t1) = s1, and 7(t) is continuous on the right
on (tg,t1). Define a measure: p([to,t]) = m(t). It is clear that pu > /.

Let o(t) = O~ (u(x(1))), v-(5) = O (u(Cr(5))), where

Cr(s) =0Ty )s+m(r7) : [0,1] = T, 7 € Ds(p).

If E is measurable, then 7~ (E) is y-measurable. Therefore, v is y-measura-
ble. The extended trajectory z(t) = Z(w(t)), t € T, and z,(s) = £({-(s))
is by construction a solution to (3.2). This follows directly from the defi-
nitions and the change of variable under the integral. It is also clear that
the endpoint and state constraints are satisfied. Therefore, the process
(x,¢), where ¢ = {u,v,v;} is admissible in Problem (3.1). Moreover,
e(wo, 1) = p(Zo, 1)

Thus, it has been established that Problems (3.1) and (4.3) are equiva-
lent. Moreover, due to the one-to-one correspondence of processes,

s1= [lpll- (4.5)

Thus, if a solution exists in one of the problems, it also exists in the other.
However, a solution exists in the auxiliary problem (4.3). Indeed, this is a
consequence of the imposed conditions P # &, H1), compactness of A or B,
conditions (4.1), (4.2), (4.5) and Filippov’s theorem.? Therefore, Problem
(3.1) has a solution. O

Remark 1. It is simple to show that Condition (4.1) is certainly satisfied
as soon as there are constants e, k > 0 such that

| wtvonar < «

0

3 Herein, its version from [8] is employed.
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for all v(-) : T — V, for which dist(x(t1), B) < e, M (z(t),t) <&, j =1,...,1,
t € T, where @(t) = g(x(t),v(t),t), z(to) = xo Vzo € A. Then, it is not
necessary to pass to the class of extended controls in order to verify (4.1).
This sufficient condition for validity of (4.1) is often simple to verify. In
particular, it is fulfilled for a number of classical examples, like the Euler
or Dido problems analysed in [12] with regards to their extensions.

Remark 2. Let A = {zo}. Then, ¢(xo,z1) = ¢(x1). Condition (4.1) can
be replaced by the following:

(z,0) € P = [ull < r(p(x1)), (4.6)
where r(-) : R — R is a continuous monotonically increasing function.

Should we take w =1 in (4.2), then we arrive at Filippov’s theorem, or
rather some of its simple generalization to the case of an unbounded set U
bearing in mind the compactification of R”. Thus, Theorem 1 formally con-
tains the classical result for bounded controls. However, Theorem 1 can be
applied only to some narrow class of problems with discontinuous solutions.
This is due to the rather strict requirement of convexity of the compound
set in (4.2). In essence, this requirement says that the impulsive control
is scalar and must have a sign. It is clear that, for example, System (2)
in [1] satisfies the given requirement, while Example (1) of the same source
does not. In this connection, a question arises of finding some more subtle
conditions for the existence of a solution that would be applicable to a
broader class of problems including a number of known nonlinear examples
of Calculus of variations which admit discontinuous solutions, [12].

Consider candidates for such type conditions. Suppose that A = {a},
B ={b}+C, wherea,b € R*",and C = {y € R" : ¢/ =0,j = 1, ..., 1}, where
1 <1< n. Let g/ be positively homogenous w.r.t. v for j = 1,....1. Then,
the proposed type of extension is feasible. In case of inequalities 3/ < 0,
one can consider the following type condition

g (x, M, t) < A\ (z,0,1)

to be satisfied for all A > Ay > 0. Note that a number of isoparametric
problems, such as, for example, the Catenary problem, or Dido’s problem,
mentioned earlier in the introduction can be fitted into such a paradigm.
Let us leave the verification of validity of these new hypotheses for future
research.
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