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Abstract. An approach to calculating sums of some types of multiple numerical series is
presented. This approach is based on using the formula for the resultant of a polynomial
(or an entire function with a finite number of zeros) and an entire function obtained
earlier by A.M. Kytmanov and E.K. Myshkina. This formula does not require values of
the roots of the functions under study and is a combinatorial expression. By calculating
the resultant of a polynomial and an entire function in two different ways, it is possible to
obtain a relation for multiple numerical series. For the second way to find the resultant,
we use the product of one function at the roots of another. In this article, the sums of
some types of multiple numerical series that were previously absent in known reference
books are found. They are expressed in terms of well-known special functions such as
the Bessel function. This approach to calculating the sums of multiple numerical series
differs significantly from the method based on the use of residue integrals associated with
a system of equations. The relevance of this problem is determined by the fact that in
applied problems, for example, in the equations of chemical kinetics, there are functions
and systems of equations consisting of exponential polynomials.
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Hayunaga crarpa

O6 ogHOM MOAXO0Jd€ K HAXO0XKJIEHUIO CYMM
KPaTHBIX YHMCJIOBBIX PsiI0B

B. 1. Kysosaros'™, E. K. Meimukuna', A. C. Bymxkosa'
L Cubupcknit dbenepanpublit yuuBepcuter, Kpacuospck, Poccuiickas @eneparms
= kuzovatov@yandex.ru

Amnnoranus. I[lpencraBien 1mojaxos K BBIMHCIEHUIO CYMM HEKOTOPBIX THIIOB KPATHBIX
9HUCJIOBBIX PSAOB. JIaHHBIN MOAXOM OCHOBAH HA WCIIOJIB30BAHUU (DOPMYJIBI JJIsT PE3YIIb-
TaHTa MHOrO'IeHa (MU 1esI0il (DYHKIUH ¢ KOHEUHBIM YICIOM HyJIel) U 1es0il dyHKIN,
nosydernoi A. M. Kerrmanoseiv u E. K. Mbimkunoit panee. Jannaa dpopmysna ne Tpe-
OyeT 3HAYEHUs] KOPHEN MCC/IeAyeMbIX (DYHKIUI U MPEICTaBIIsieT co0Ol HEKOTOPOEe KOM-
OUHATOPHOE BbIPAXKEHHE. BBIUMC/Isisd Pe3ysIbTaHT MHOTOYJIEHA W TeJION (DyHKIMKU JABYMS
Ppa3HBIMU CITOCOOAMHU, YIAAETCsT MOy IUTh COOTHOIIIEHUE JIJIsI KPATHBIX YUCJIOBBIX PsioB. B
KadecTBe BTOPOTO CIIocoba HAXOXKJIEHHsI Pe3yJIbTaHTa BbIOMpaeTcs (hbopMyJsia JJIst [IPOU3-
BeJeHNUsI OJHOM (DYHKIINN B KOPHSAX JApyroii. HaiiieHbl CyMMBI HEKOTOPBIX TUIIOB KPATHBIX
YUCJIOBBIX PsJIOB, PaHee OTCYTCTBOBABIINX B U3BECTHBLIX crpaBouHUKax. OHM BbIparKa-
FOTCSI Yepe3 M3BECTHBIE CIEIUaIbHbIE (DYHKINH, Takne Kak GyHknus Beccens. /lanubrit
MO/IXOJ, K BBIYMCJIEHUIO CYMM KDPATHBIX YHCJIOBBIX PSOB CYIIECTBEHHO OTJINYAETCS OT
crrocoba, OCHOBAHHOTO HA MCIOJb30BAHNN BBIYETHBIX HHTETPAJIOB, CBSI3AHHBIX C CHCTEMOI
ypaBHeHMH. AKTYaJIbHOCTD JAHHOM 3a/[a9U OIIPEJIEJISIeTCsl TEM, YTO B IPUKJIAIHBIX 3313~
Yax, HAIIPUMED B YPABHEHHUSAX XMMUYECKONH KUHETUKU, BO3HUKAIOT (DYHKIUU U CUCTEMbI
YPaBHEHUI, COCTOSIIIIE U3 SKCIIOHEHIINAIBHBIX MHOTOYJIEHOB.

KiroueBblie cjioBa: cyMMa KPaTHOI'O YHCJIOBOTO Psijia, PE3YJIbTAHT, 1ejast (DyHKIHs

Buiaromapuoctu: IlepBolit 1 BTOpOil aBTOPBI MCHOJIL30BAJINA (PUHAHCOBYIO IOJJIEPXKKY
PH®, IIpasurenscra Kpacnosipckoro kpasi u KpacHosipckoro KpaeBoro oHga HayKH
(mpoekT 22-21-20028).

Ccoinka aist qurupoBanusi: Kuzovatov V. 1., Myshkina E. K., Bushkova A.S. On an
Approach to Finding Sums of Multiple Numerical Series // UsBectust IpkyTckoro rocy-
napcreennoro yuusepcurera. Cepus Maremaruka. 2023. T. 46. C. 85-97.
https://doi.org/10.26516/1997-7670.2023.46.85

1. Introduction

An important tool that opened a way to developing algorithmic methods
for studying and solving systems of algebraic equations is the concept of the
Grobner basis of the ideal of the ring of polynomials. However, the classical
methods for eliminating unknowns from systems of algebraic equations,
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ON AN APPROACH TO FINDING SUMS OF MULTIPLE SERIES 87

based on the method of Grobner bases, cannot be applied for the analysis
of essentially nonalgebraic equations (i. e., the equations that cannot be
reduced to algebraic equations by changing variables).

However, systems of nonalgebraic equations occur in many areas of
knowledge. In particular, in processes described by systems of differential
equations with the right-hand sides that can be expanded in Taylor series,
it is important to determine the number of stationary states (and localize
them) in sets of a certain type. This problem leads to problems of construct-
ing algorithms for determining the number of roots of the given system of
equations in various sets, to finding the roots themselves, and to eliminating
a part of unknowns. In particular, in [2;3] one can find numerous examples
from chemical kinetics in which algorithms for eliminating unknowns are
required. It is important to apply the developed methods for the qualitative
and numerical analysis of mathematical models of thermokinetics of the
processes of combustion and catalysis with the aim of obtaining conditions
of ignition, explosion, and critical phenomena in chemically reacting sys-
tems. For applications, in particular, for chemical kinetics equations, an
important problem is to explore the dependence of solutions to systems of
nonlinear (including nonalgebraic) equations on parameters. This problem
is computationally costly. The degree of its complexity strongly depends
on the dimension of the space of unknowns. Therefore, the reduction of
dimension by eliminating some variables can simplify the original problem.

One of the methods for the elimination of unknowns is based on con-
structing the resultant of two entire functions. There is the well-known clas-
sical Sylvester’s resultant of two polynomials and the elimination method
based on it. For nonalgebraic functions, no similar concept was earlier
studied. Only recently, an approach to finding the resultant of two entire
functions based on Newton’s recurrent formulas has been discussed in [15].

If we talk about finding the sums of multiple numerical series, then
in [10;13;17] power sums of roots of systems of nonalgebraic equations
consisting of entire or meromorphic functions of finite order of growth were
studied. These power sums are associated with certain residue integrals
that are not Grothendieck residues. As an application, the sums of some
multiple series were found. Note that our method for calculating multiple
numerical series differs significantly from the method of residue integrals
considered in [10;13;17]. In this article we will rely on the formula for the
resultant from [14].
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2. Sylvester’s classical resultant and its generalizations
Recall that for the given polynomials

f (@) = apz™ + a1z L+ o™ 2 + L+ 1T+ a,
g(x) = Box® + Bra® L + Box® 2 + ...+ Bs_17 + fBs

the classical resultant R (f,g) can be defined in various ways using

a) Sylvester’s determinant (e. g., see [1]):

ap 1 Qg ... 0

0 ag a1 ... 0

10 iap g
k(f.9)= Bo B1 B2 ... O
0 Bo B 0

0 ... Bo ... Bs

b) formulas for the product (e. g., see [1]):

R(f.9)=af I 9@);
{a: /(2)=0}

c) the Bezout — Caley method (the name of the method is symbolic; in
addition to Bezout and Caley, Euler, Cauchy and Hermite took part
in its development; e. g., see [9]) using the formula

n(n—1)
R(f,g)=det B-a3/(~1)" =,

where B = [ﬁkj]zgio is a matrix of coefficients of

9k (2) = Brox" ' + Briz" 2 4 ...+ Bt

of remainders from dividing 2*g (z) by f (z) for k=0,...,n — 1.

The coefficients of polynomial g () can be expressed in terms of the
coefficients of polynomial gi_1 (z) using the formulas

Brj = Br-14+1 — Br—10041/a0 (j=0,...,n—1).

In a number of papers (e. g., see [5—7]), various researchers proposed
generalizations of the concept of resultant for analytic functions in the
ring of matrix-valued functions. B. Gustafsson and V.G. Tkachev in [§]
gave several integral formulas for the resultant, connected it with potential
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theory, and gave explicit formulas for the algebraic dependence between two
meromorphic functions on a compact Riemann surface. In [16] A.Yu. Mo-
rozov and Sh.R. Shakirov described several areas of research in the theory
of resultants, including formulas of the Sylvester-Bezout (determinant) and
Schur (analytic) type for the resultant, invariant formulas and symmetric
reduction for the discriminant, Ward identities and representations in the
form of hypergeometric series for partition functions (integral discriminants
and roots of algebraic equations). In these studies, it was assumed that the
number of roots or poles is finite. In the case considered in this paper,
the entire functions may have an infinite number of roots. Therefore, for
finding the resultant, the passage to the limit is required.

The first step in finding the resultant of two entire functions was the
work [15], in which the case when one of the functions is entire and another
one is a polynomial (or an entire function with a finite number of zeros)
was considered. For entire functions, the question of localization of real
zeros was considered in the classical works of N.G. Chebotarev [4, p. 28-
56], as well as in [12] (we refer to the collected works of N.G. Chebotarev,
since his original works are inaccessible). In [11], the results of [15] are
generalized for the case when one of the entire functions satisfies certain
severe constraints but may have an infinite number of zeros.

The work [14] presents a construction of the resultant of two entire
functions on the complex plane. The formula for the product was chosen
as the main definition of the resultant. This choice is explained by the
fact that entire functions are a natural generalization of polynomials in
complex analysis. The advantage of this approach is that it makes possible
to answer the question whether or not entire functions have common zeros
without calculating the zeros themselves. The final formula for the resultant
includes power sums of the roots that can be calculated using Newton’s
formulas without finding the zeros themselves. When obtaining relations
for the sums of multiple numerical series, we will rely on the formula for
the resultant from [14].

3. Resultant of polynomial and entire function

Recall the classical Newton’s recurrent formulas for polynomials. They
relate the coefficients of the polynomial to the power sums of its roots.
Let

P(z)=2"+ 2™ 4 4 eme12 4 Cm.

Denote its roots by z1, z2, ..., 2z, (there may be multiple roots among
them). Define the power sum of the roots

Sp=z2f+...+2F, keN, Sy=m.
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The power sums S and the coefficients c¢; are connected by Newton’s
recurrent formulas:

j—1
Sj+ X2 Sj-ici+je; =0, 1<j<m,
=1 (3.1)
m
Sj + Z ijici =0, j7>m.
i=1

Consider the system of equations consisting of a quadratic polynomial
f (2) and a polynomial g (z) of degree n:

{f(z):a0+a1z—|—22,

3.2
g(z):b0+b12+b222+...+bnz”, (3:2)

Using the definition of the resultant as a product, we obtain the following
result.

Theorem 1 ( [14]). The resultant R (f,g) of the system of polynomials
(3.2) is found by the formula

n n—1 n
R(f.g) =) biag+> > bbsahSss, (3.3)
k=0

t=0 s=t+1

where the power sums S; of the roots of the polynomial f (z) are determined
by Newton’s recurrent formulas.

By passing to the limit in (3.3) over n, we obtain the following theorem
concerning the resultant of an entire function and a polynomial (or an entire
function with a finite number of zeros).

Theorem 2 ( [14]). Let g (z) be an entire function on the complex plane
C
g(2) =bg+biz+bez® + ... +b2" +...,

and let f (z) be a polynomial of form (3.2). Then, the resultant R(f,g) is

R(f,g) =) _blag+ > Y bibsabSs s,
k=0 t=0 s=t+1

where the series on the right-hand side are absolutely convergent.

Let us demonstrate formula (3.3) for two polynomials using the following
example.

Example 1. Consider the system of equations (n = 20)

f(R)=(E=-1)(z+2)=2*+2-2,
g(z) = (214 — 25212 + 144) 20 = 220 — 25218 1 14426,
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ON AN APPROACH TO FINDING SUMS OF MULTIPLE SERIES 91

In this case

(10:—2, a1:1, b6:144, b18:—25, b20:1,
bo=bi=...=bs=br=...=b17 =b19g=0.

Then formula (3.3) has the form

20 19 20
R(f.9) = blag+> > bibsahSes.
k=0 t=0 s=t+1

Due to the zero coefficients b; only the terms corresponding to k = 6,
k=18, k=20,t=06,t =18, s = 18 and s = 20 will remain in these sums.
Thus,

R(f,g) = b2ad + bigal® + b35ad’ + bebigadSia + bebaoadSis + bigbagai®Ss.

Let us find the power sums of the roots S, S12, S14, without using the
values of the roots themselves, namely, using Newton’s recurrent formulas.
For S and Sy we use the first equality of the system (3.1). For Ss, Sy, ...,
S14 we use the second equality of the system (3.1). Here ¢; =1, ¢ = —2.
We have
S1+1c; =0,

So + S1c1 + 2¢2 =0,

S3 + Soci + S1ea = 0,
S + S3c1 + Sace =0,
Sy + Syc1 + Ssca =0,
S¢ + Ssc1 + Saca =0,
S7 + Sgc1 + Sseo = 0,
Sg 4+ S7c1 4+ Seca = 0,
So + Sgc1 + Srea =0,
S10 + Sgcy + Sgea = 0,
S11 + S10c1 + Sgca =0,
S12 + S11c1 + Sipe2 = 0,
S13 + S12¢1 + S1102 = 0,
\514 + Si3c1 + S12c0 = 0.

Thus, from this system of equations we successively find power sums:
Sl = —C1 = —1,

Sy =—=81c1 —2ca=1-1-2-(-2)=1+4+4=5,

S3 = —S9¢1 —S1ca=-5-1+1-(-2)=-5—-2=-7,

Sy = —S3¢1 — Shes =7~1—5‘(—2) =74+10=17,

S5 = —Syc1 — S3cog = —17-147-(-2) = —17— 14 = -31,
SG:—S5C1—S4CQ:31‘1—17'(—2):31+34:65,
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S7 = —S¢c1 — Ssco = —65-1+ 31 - (*2) = —65—62=—127,

Ss = —S7¢1 — Sgeo = 1271 —65 - (—2) =127+ 130 = 257,

Sg = —Sgc1 — S7co = —257-1 4127 - (—2) = —257 — 254 = —b511,

S10 = —Sgcy — Sgco =511 -1 — 257 - (—2) =511+ 514 = 1025,

S11 = —S10¢1 — Sgce = —1025 -1 + 511 - (—2) = —1025 — 1022 = —2047,
S1g = —=S11e1 — S10c2 = 2047 - 1 — 1025 - (—2) = 2047 + 2050 = 4097,

S13 = —S12¢1 — S11c0 = —4097 - 1 + 2047 - (—2) = —4097 — 4094 = —8191,
S14 = —S13¢1 — S120c2 = 8191 - 1 — 4097 - (—2) = 8191 + 8194 = 16385.

Thus,
R(f,g) =144% - (=2)° + (=25)" - (=2)"° + 1% (=2)'+
+ 144 - (—25) - (—2)% - 4097 + 144 - 1 - (—2)°® - 16385+
+(=25) - 1-(—=2)™® .5 = 1327104 + 163840000 + 1048576 —
— 943948800 + 151004160 — 32768000 = —659496960 # 0,

therefore, the polynomials f (z) and g (z) do not have common roots.

4. The main result

These methods lead to the calculation of the sums of some multiple
numerical series that were previously absent in well-known reference books.
An essential point in obtaining these relations is the fact that the coeffi-
cient ag in expansion (3.2) of the function f (z) is different from zero.

Problem 1. Consider the system of equations
f(z)=(=-1)(z+4) 222+3z—
g(z):ez—lzz—i—%—i- e

Calculating the resultant R (f,g), using Theorem 2 on the one hand, and
using the definition of the resultant in the form of a formula for the product
on the other hand, we obtain the relation:

i (;)2(_4)k_1+i i (j,) (;) (~4)' Sacr = (! = 1) (et~ 1).

The -1 term in the last relation is due to the fact that by = 0. Here

Sep=2 st =17 (—4)° T =14 (—4)".

Thus,
oo oo o
Z 22k Z Z (—=4)" + (=4)° 3 4
— 1 + T = 1 — € + e — € .
k=0 t=1 s=t+1
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ON AN APPROACH TO FINDING SUMS OF MULTIPLE SERIES 93

In this case, the first sum is [18, formula 5.2.10.1] a well-known special func-
tion. This is a Bessel function of the first kind, namely Jy (4). Therefore,
we can express the sum of a multiple numerical series as follows:

ZZ tlsl >5_2_e+e_3_€_4_‘]0(4)'

t=1 s=t+1
Problem 2. Consider the system of equations
{f(z) = (z—27r)(z—7r) —22—37Tz+27r2,

_1\n.2n
g(z)=cosz=1-— 2,—1————-1- 4l (12)n)z!

Since in this problem the expansion of the entire function g (z) contains only
coefficients of even powers, the formula for the resultant from Theorem 2
takes the form:

o0 o oo
g) = Zb%ka%k + Z Z batbasag Sas—at.
k=0 t=0 s=t+1
Then, similarly to the previous problem, we obtain the following relation:

() oo £ £ () (e -

k=0 t=0 s=t+1

= COS 2T COS T,

where

2s5—2t

25—2t 2s—2t 25—2t
Sog_op = 2] + 28 (27T) s N (N

Consider
(%2)2?5 Soyop = 22t (223—2t7r25—2t + 7r25—2t) — p2tt2s (225 + 22t) .
Thus,

0 t+s 2t+23(22t+225)

Z % 2 +Z Z ) (2s)! =-1

t=0 s=t+1
Notice [18, formula 5.2.10.3], that

2

> Ot = 3 [ (2v27) . (2v27)]
= (2R

where Jy (2\/ 2772) is the Bessel function of the first kind and Iy (2\/ 2772>

is the modified Bessel function of the first kind (Bessel function of the

imaginary argument). Thus, we have

)t+s 2t+2s (2275 4 225)

;Szt;l (2t)! (2s)! - _1_% [JO (Nﬁ) +1o <2@)} '
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Problem 3. Consider the system of equations
s 7'('2
fe)=(-3) (x4 5) ==~ 1,
_ 27 (=12t
g(z)=sinz =z — 3,+5,—7!+...+ EZERY) +

Since in this problem the expansion of the entire function g (z) contains only
coefficients of odd powers, the formula for the resultant from Theorem 2
takes the form:

oo o o
_ 2 2k+1 2t+1
g) = E bipi1ag  + E E bary1bos1ag " Sos1-(2041)-
= t=0 s=t+1

Using this relation and the definition of the resultant in the form of a
formula for the product, we obtain

Z(M)()

k=
(-1)° n2\ o -
+ Z 2t + 1 23 +1)! <_4> Sos—or = sin (5) sin <—§> ]

t=0 s= t+1

Here

25—2t 25—2t __ 3)28—% (_E)ZS_% _ (f)QS_Zt
Sos—2t = 2 + 25 (2 + 5 =2(3 .

Thus,
1 t+5

_Z [(2k + 1)) < )4k+2 Z Z 2t+1 (2541 )<2>2t+25+2__1‘

t+1

It is known [18, formula 5.2.10.5] that

o0

1 mNAk2 ]
kzo W (5) = B} [IO (m) — Jo (77)};

where Jy (7) is the Bessel function of the first kind and Iy (7) is the mod-
ified Bessel function of the first kind (Bessel function of the imaginary
argument). Therefore,

)t-i-s

242542 1
22 Z 2t—i—1 ) (25 + 1)1 (2) =1=5 o (m) = Jo (m)].

t=0 s= t+1
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5. Conclusion

This article provides an approach to finding sums of multiple numerical

series. The main method for obtaining these relations is the formula for
the resultant from [14].
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