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Annoranus. PaccMmorpena 3ajjata rapaHTHPOBAHHOTO OICHUBAHUS C I€OMETPHYECKU
OrpaHUYEHHBIMH HAYAJIbHBIMUA COCTOSTHUSIMHM ¥ MHTETDAJIBHO OI'DAHWYEHHBIMHM BO3MYIIlE-
HUSIMU TIPU 3aIa3/IbIBAHNY WHMOPMAIINY B YPABHEHIHN n3MepeHus. [[pu momoTHuTe IbHBIX
MIPEATIOIOXKEHNAX IpobJIeMa CBeJleHa K IIOCTPOEHUIO OOJIACTH JOCTHKUMOCTHU CIIEIIAATIb-
HOIl CcHMCTeMBbl. YKa3aHa AWCKPETHAs MHOTOIIAroBasi CHCTEMa, IJIsi KOTOPOil MHMOpMa-
IIMOHHOE MHOXKECTBO CXOJIUTCH B MeTpuke Xaycraopda K COOTBETCTBYIOIIEMY MHMOPMa-
IIMOHHOMY MHOXKECTBY HEIPEPBIBHON CHCTEMBI MPU YMEHBIEHUU araMeTpa pa3OueHust
orpe3ka Habso/ienus. [IpuBeaen YnucjIeHHbINH TpUMep.

KuroueBbie cjioBa: rapaHTHPOBAHHOE OIEHUBAaHUE, WH(OOPMAIMOHHOE MHOXKECTBO, 06-
JIACTh JIOCTUKUMOCTH

Buaaromapuoctu: Pabora BeIOHEHA B pAMKaX HCCJIEIOBAHUN, TPOBOAUMBIX B ¥ pajib-
CKOM MaTeMaTH4YeCKOM IeHTpe Npu (PUHAHCOBON NOjepkKe MuHHCTEpCTBA HAYKU W
BoIcIero obpasosanus Poccuiickoit @enepanum (momep cormamenuns 075-02-2022-874).

Ccounika aasi nurupoBaHusi: Ananyev B. 1., Yurovskikh P. A. About an Estimation
Problem of a Linear System with Delay of Information // WUssectuss Ypkyrckoro ro-
cymapcrBennoro yausepcurera. Cepust Maremaruka. 2022. T. 42. C. 3-16.
https://doi.org/10.26516/1997-7670.2022.42.3

1. Introduction

The article is a continuation of works [1;2] and follows the approach
from the monograph [7]. A linear stationary system with an unknown
state vector is considered. The measurement equation contains delays in
the state, which is expressed by an integral with a function of bounded
variation. In addition, both the system and the measurement equation
additively include an uncertain and integrally bounded disturbance. It is
assumed that the system state is bounded by the geometric inclusion at the
initial instant. It is required to find an information set which with guarantee
contains the true state of the system at a given instant. We note that the
similar problem without delay were investigated in detail in the papers cited
above. Guaranteed estimation problems for systems with delays were also
considered in the works [3;4;6] and in many others. The difference of the
work is that we do not use the space of infinite dimension and reduce the
problem to the construction of reachable sets of a special finite-dimensional
system. Various computational methods for the approximation of reachable
sets for linear and nonlinear dynamic systems were investigated in [5;10].
Note that we do not consider geometric restrictions on disturbances. For
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ABOUT AN ESTIMATION PROBLEM OF A LINEAR SYSTEM 5

further researches of similar problems with geometric restrictions there can
be useful results of works [8;9].

We consider a linear autonomous system with delay in the measurement
equation:

i(t) = Az(t) + Bu(t), t>0, z(t) €R™, wv(t) €R, (1.1)

y(t) = Gz(t) + Ho(t), y(t) e R™, Gzx(t) = (hfo | dG(s)x(t+s), (1.2)

where the given matrices A, B, H have the corresponding dimension, and
the matrix function G(s) of bounded variation in the operator G from (1.2),
where h > 0, is left continuous to [—h,0], G(s) = 0 Vs > 0, and G(s) =
G(—h) Vs < —h; h At = min{h,t}.

We assume that the uncertain function v(-) € L[0, o0) and the unknown
initial state x¢g € R™ are bounded by:

JoT l@®)Pdt < 1, (1.3)
xg € X, (1.4)
where X is a convex compact set; | - | is the Euclidean norm. We assume

that the state x(T") of system (1.1) can be realized for any v(-), x satisfying
the constraints (1.3) and (1.4) at any instant 7' > h.

2. System conversion and problem statement

We assume that the matrix H € R™*! has rank H = m, which implies
the condition

HH' >0, (2.1)

where ’ means transpose and the relation @ > 0 for square matrix ) means
2'Qx > 0 for every x # 0. Let C = (HH')"! and let C; = I; — H'CH is
orthogonal projection onto the subspace ker H. Then v(t) = H'CHuv(t) +
Cyo(t) and Ho(t) = y(t) — (Gz)(t). Therefore, constraint (1.3) takes the
form

B2 (1y(®) = e+ [o@)2, ) dt <1 (2.2)

due to orthogonality. Hereinafter, the symbol |31:|%D denotes the quadratic
form 2/Px, where the matrix P satisfies the condition P/ = P > 0,
|z|p = V2’ Pz. We assume |z|7 = |z|?, where P = I is the identity matrix.
Substituting the decomposition of the function v(¢) into (1.1) we have

i(t) = Aw(t) + B (Cro(t) + H'C (y(t) - Ga(1))) .
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The resulting relation is a differential equation with a distributed delay. In
the paper, we will not consider such equations and suppose

BH'C [  dG(s)z(t+s)=0 (2.3)
[—(hAt),0)

for all continuous n-dimensional functions z(t), ¢t > 0. Because of

Gz(t) = -G0)z(t) + [ dG(s)z(t+ s),
[ (hAt),0)

we come to the system

i(t) = Ax(t) + by(t) + BC1u(t),

A= A+bG(0), b= BHC, (2:4)

without delay.

Remark 1. Condition (2.3) is always satisfied if BH' = 0. In this case,
the equation in (2.4) has the form @(t) = Axz(t) + BCiv(t) and does not
depend on the signal y(t).

Remark 2. Similarly to [2], we lower the dimension of the uncertain
disturbances v(t) in relations (2.2), (2.4). Since ker H®im H' = R!, im C;=
ker H and dim (im H') = m, then rank C; = [ — m. By a well-known linear
algebra theorem, we represent Cy as Cy =T C1T', where T is an orthogonal
matrix, TT' = T'T = I, and C, is a diagonal matrix with zeros and ones
since C is a projection matrix, C} = C;. Removing m zero columns
from C; and denoting the resulting matrix by Dy, we get C; = 131[)’1 and
Cy = D1 D), where D; = T'D;. Next, we set u(t) = D|v(t) € R"=™, whence
we have

Cru(t) = Dyu(t), Dy € RXU=™) " rank Dy =1 —m.

In relations (2.2), (2.4), the Remark 1 equation and further, we will use
the function Dju(t) instead of Chv(t). Note that D{ Dy = Ij_p,. If | = m,
then C; = 0 and the function v(t) = H~! (y(t) — Gx(t)) becomes known.
In that case we set u(t) = 0.

Let us introduce a definition.

Definition 1. A family of state vectors Xr(y) = {xr} is called an infor-
mation set (IS) if, for any x7 € Xr(y), there exists a function v(-) and an
initial state xo satisfying constraints (1.3), (1.4) and such that equalities
(1.1), (1.2) hold almost everywhere on an interval [0,T] with a boundary
condition x(T) = xp.

Considering (2.2) and the reasoning above we come to a statement.

WsBectus VpkyTcKOro rocy1apcTBEHHOTO YHUBEPCUTETA.
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Lemma 1. Let conditions (2.1) and (2.3) be satisfied. Then IS Xr(y) is
the reachable set of the equation

z(t) = Ax(t) + by(t) + BDqu(t) (2.5)

at the instant T > 0 over all disturbances u(-) and initial states xo satisfying
constraints

T
J(T,zo,u,y) = Jo (1) = Ge(®)+ u(®))dt <1 (26)
and (1.4). Here the matriz D1 and the disturbances u(t) € R are defined
according to the Remark 2.

Our aim is to describe the IS X7 (y) using support function and also to
construct an approximating multistage system whose IS converges to X7 (y)
as the diameter of the partition of the segment [0, 7] decreases. In addition,
the issues of ellipsoidal approximation of IS are considered, similar to how
it is done in [2] for systems without information delay.

3. Support function for the information set

Since the IS by its construction is a convex compact set, it is uniquely
described by its support function

p(l1Xr(y)) = max 'z, 1 €R" (3.1)
z€XT(y)
Let us represent the solution of the system (2.5) as the sum z(t) = z(¢) +
x(t), where
z(t) = AT + by(t), xo€ Xo, x(t)=Ax+ BDju(t), x(0)=0.
We put y(t) = y(t) — Gz(t) on [0,7]. Then instead of (2.6) we have the

inequality

T o) = KT+ [ (GOR 410
27 (t)CGx(t))dt < 1, Where J(T, 0,y fo |5(t)|2dt.

We fix 9 and select in (3.2) the full square in u(), for which we introduce
operator K according to the relation

Jo (1Gx®)2 + [u(t)2) dt = (u, Ku),

where u € LL™[0,T] is an arbitrary function. Let us also introduce the
matrix function

G(t)= [ dG(s)eAlt+s), (3.3)
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with which we represent Gx(t) fo (t—s)BDju(s)ds. Therefore,
the operator K is written as

K =1d+k*Ck, or
T T
Ku(t) =u(t) + D\B" [ [ G/'(s —t)CG(s — 7)dsBDyu(r)dr,

0 tvr

where Id is the identity operator in Lljm[() T] and k* is the operator adjoint
to k. When choosing a full square in (3.2), it is necessary to solve the
equation

Ku(-) = f(-), where f(t)=Kk*Cy(t) = D’lB’fG’(s —t)Cy(s)ds, (3.4)

which is a Fredholm integral equation of the 2-nd kind with non-negative
symmetric kernel, which has a unique solution in space L5 ™[0,T], as is
well known. Therefore, the inequality (3.2) becomes

J(T, z0,y) + <u — K7 K (u - ICflf)> - <f,/C71f> <1. (3.5)

Hereinafter (U,V) = fOT U'(t)V(t)dt € RT*", where U(t) € RP*?, V(t) €
RPX™ are matrix functions with elements from L3[0,7]. For a fixed vector
[ € R™ and an initial state xg, we find the value

R(laTa any) = Hl(a)Xl/ZL'(T) = l/j(T <lTa 1f> + v lTa 1lT

(3.6)
<1+ (F. K1) = J(Toxo.y),  lr(t) = DyB'eA 01,
Finally, we find the support function for the IS:
p(l| Xr(y)) = max R(1,T,z0,y). (3.7)

onXO, 1+<f7K71f>Zj(T’ZO’y)
Let us summarize.

Theorem 1. The IS Xp(y) is a conver compact set under conditions (2.1)
and (2.3). The IS support function (3.1) is defined by formulas (3.6), (3.7)
with parameters given by relations (3.2)—(3.5).

4. Some ways of approximation of IS

4.1. APPROXIMATION BY ELLIPSOIDS

Let us introduce the notation E(Q,c) = {x € R" : |z —¢|g < 1} for
nondegenerate ellipsoids, where the matrix Q = Q' > 0, ¢ € R". Ellipsoid

WsBectus pkyTcKOro rocy1apcTBEHHOTO YHUBEPCUTETA.
Cepusi «Maremarukay. 2022. T. 42. C. 3-16
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support function p(l|E(Q,c)) = l'c + \/I!'Q~1l. We choose an arbitrary
ellipsoid E(Py,Zo) D X for the initial set Xy and consider the quadratic
constraint

(1 — a)lzo — Tol}, +a fy [0(®)2dt <1, a € (0,1). (4.1)

Denote by Xf’a(y) the IS for constraints (4.1). By definition, we have an
inclusion for arbitrary specified ellipsoids:

E
X (y) O Xr(y).
Repeating the reasoning of Section 2, we come to the inequality

Jo(T, mo,u,y) = (1 — @) |zo — Zo|3, +

+a fy (!y(t) —Ga(t)[Z + yu(t)p) it <1, (4.2)

which is similar to (2.6) for the equation (2.5). Using (3.3), the expansion
x(t) = z(t) + x(t) and denoting y(t) = y(t) + G(t)zg, rewrite (4.2)

(1= a)lzo = zolf, + o (ly — GaollZ + Jullk — 2 (y — Gzo, CGx)) < 1.
We introduce an operator in the space R™ x L0, T]

Kalzo; u] = [Pazo + o (D, u); a (D(-)zo + Ku)l,

P, =(1-a)P+a(G,CG), (4.3)

where D(t) = k*CG(t) = D\ B’ ftT G/(s—t)CG(s)ds, and with its help we
transform the last inequality to

llwo: ul 2, + Yo — 2 {[%ai af], [20;ul)y < 1, where

_ il _ _ 4.4
Vo= (- )|zl +allylZ: %a=(1-a)PZo+a(G,Cy), 4

and f(t) = k*Cy(t) = D\ B’ ftT G'(s — t)Cy(s)ds. Here the symbol (-,-),
denotes the inner product in R™ x LL™[0, T7.
Taking (4.4) into account, we find the support function

p(1X2 % (y) = U [ eAT Dby (t)dt + ([eA Tl 1), K3 [Ras of]),
w2 (1+ Niasatllz. - 30)

(4.5)

where the function [7(-) is defined in (3.6).
To definite K !, it is necessary to minimize an expression of the form

]w\%a + aHuH,QC + 2ax’ (D, u) — 22'q — 2 (u,v)
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with respect to [x;u]. The solution [2*;u*] is K3 ![¢; v] and the minimum is
—|llg; v]||i,l. We come to the relations

U*(') 'o(:), o(-) =v() — aD()P;'q, (4.6)
=P, (q—a(D "), Ko =ak —o*DP,'D'. .
The value ||[g; U]HK,l = |q]P,1 + ||17||’2C,1. The operator K, is coercive

and invertible. We have I, = ald + k* (Oz_lccl + (1 - a)_lGP(;lG*)_l k.

Here G means the operator G : R™ — L5[0,T] according to the equality
Gz = G(")x.

From the formula (4.5) it follows that IS Xf "*(y) is a non-degenerate
ellipsoid. Let E denotes the family of ellipsoids F(Py,Zp) with property
E(Py,Zo) D Xo. Similar to the reasoning in the proof of Theorem 1 in [2]
we obtain the statement.

Lemma 2. Let us define the set XE(y) = Naeo,1) Xﬁ’a(y), where E € E.
Then

p(l|XE (y) = max R(I,T,xo,y) YIE€R™  (4.7)
2o€E, 1+(f K1) >J(Tz0,y)

The notation in the formula (4.7) is the same as in (3.7).
The next theorem describes the approximation by ellipsoids.
Theorem 2. The equality Xr(y) = \gee XF (y) holds.

Using Lemma 1 from [2], the Theorem 3 is proved similar to the proof
of Theorem 1 from the cited paper.

4.2. APPROXIMATION WITH MULTISTAGE SYSTEMS

Exact and approximate methods for constructing IS using ellipsoids re-
quire solving integral equations of the form (3.4) and inverting operators
of the form (4.3), (4.6). Let us propose a method for IS approximation
with multistage systems. For simplicity, we assume the quantities T, h
such that h = rA, T = NA, where r and N are natural numbers. Let
tr = kA, k € 0: N. Assuming the disturbances u(t) = uy to be constant
on the half-intervals [tx_1,t;), k € 1 : N, of the partition, we obtain discrete
system

xk—a:nk 1+ Y + Buy, a:eAA, kel: N (4.8)
= [P eAlby(ty, — t)dt, B = [ eAdtBD;. '

In the inequality (2.6) we assume Gz (t) = Gx(ty), t € [tk—1,tx), and

Gr(ty) = G(t)zo + GYy + ZZ 1 Gkuz, where
GYi = [y" G(t — s)by(s)ds, = J* Gty — s)BDyds.

WsBectus VpkyTcKOro rocy1apcTBEHHOTO YHUBEPCUTETA.
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Then instead of (2.6) we have an inequality with the sum on the left side:

JN (o, y, urn) = Zk 1 ftk L ( gm(tk)b ]ukP)dt <1
We consider the solution of the system (4.8) as the sum x, = T +xy, where
Tp =aZg—1+ Y, xo € Xo, Xp=axk_1+ Bug, x(0)=0.

We put y(t) = y(t) —G(t)xo— GY} on [tg—_1,t;]. We come to the inequality

TN (20, y, ur.n) = TV (20, y +AZ rZG’“uz!cHuk\)

- 22%02 Ghru; <1, (4.9)
k=1 i=1

tg

ty
where JY (xg,y Z t)|2dt, g = / g(t)dt. Let us single

te—1 l—1
out in (4.9) a full square on uy.y, for which we introduce the matrix £2
according to the relation

N k
A (128 Ghuals + unl?) = oy K u.

We assume that u;.ny € RY (=m) is a column vector. We also introduce
matrices according to relations

kkAuliN = Z?zl Gfuiv
with the help of which we obtain the representation for the matrix 2:
K2 = A (Ing-m) +ka),

where ka = Zévzl(k?)’CkkA € RNU=m)xN(=m) is 5 symmetrical matrix.
When single out a full square in (4.9), it is necessary to decide algebraic
equation

KAuiy = f, where f=31", (k) Cys.
Therefore, the inequality (4.9) becomes
- 172 712
JN(‘rOvy) + ‘ulzN - (]CA) 1f};CA - ‘f|()CA)—1 <1
For a fixed vector [ € R” and an initial state zg, we find the value

RV (1, z0,y) = maxlay = Voy + Iy (K2) 71 + 1N (K4) iy
(4.10)

\/1 + ‘f}(ICA - x(],y), INn = [aN_lB, R ,B]/l.
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Finally, we find the support function for the IS of discrete system:

o(l | Xn(y)) = max  R¥(aey).  (411)
z0€Xo, 1+|f|(/cA)*1 >JN (z0,y)

Formulas (4.10), (4.11) are discrete analog of formulas (3.6), (3.7). It is
proved in [1] that Xn(y) — X7r(y) as N — oo in the Hausdorff metric for
systems without measurement delay. A similar theorem is also valid in the
case under consideration. Its proof repeats the proof of Theorem 6 in [1]
with minimal modifications.

Theorem 3. Let conditions (2.1), (2.3) be satisfied and the quantities T
and h be commensurable, that is, T'/h is a rational number. Then the IS
Xn(y) of the discrete system (4.8) for constraints (4.9) and (1.4) converges
to IS Xr(y) in the Hausdorff metric as N — oo.

5. Numerical example

We consider the motion of a material point along a straight line, subject
to disturbances v'(t) and v?(t)

it = 2? Fol(t) —o3(t), 2 =0'(t) —v*(t), 0<t<T.

Let the sum of the disturbances also have an additive effect on the mea-
surement equation containing the delay

y(t) = 2t (t) + 2t — 1) + 22(t — 1) + v (t) + 2(t).

System parameters:

A= oo B=]i Tl 66 = -9 - a1 -

H=[11], C=(HH)"=1/2, Ci=I~H'CH= [—1 _11 /2
(s) 1, ifs>0,
S) =
X 0, ifs<0.

The condition (2.3) is met because BH' = 0. The dimension of the
disturbance can be reduced, by setting u(t) = (v'(t) — v*(t)/v/2. Then
Dy = [1;—-1]/+/2 and bD; = [1;1]v/2. We have

Cro(t) = Dru(t), [v(®)[g, = u*(t).
The system (2.5) will take the form
it =2® +V2u(t), #*=+V2ut), 0<t<T,

WsBectus MpkyTcKOro rocy1apcTBEHHOTO YHUBEPCUTETA.
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-2

-3

Figure 1. Discrete approximation of IS, T' = 2.

with constraints (2.6)
J(T, zo,u,y) = fOT ( (y(t) —al(t) —2t(t - 1) — 2%(t - 1))2 /2+
+u?(t))dt < 1.

Here we put z(t) = 0if t < 0. Let Xo = {z € R? : |z§| < 1, |2§| < 1}, and
the signal was realized at

zo = [0.5; —0.5], v(t) = 0.9[cos(t);sin(t)]/VT and T = 2.
The matrix function (3.3) has the form
G(t) = [1,2](1 + x(t — 1)).

Let us find the IS support function using discretization. For discretization
we set N =20, A =T/N = 0.1. The formula (4.8) will take a form

rp = ary_1 + Bug, a= (1)?, kel:N,
A AZ)2
B—[O A ]BDl.

Further, using the formulas (4.10), (4.11), we find the support function
of the discrete IS. The corresponding IS was obtained by intersection the
support half-spaces and is shown in Fig. 1, where the star represents the
true state at T' = 2.
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6. Conclusion

In this work, a problem of the guaranteed state estimation of a linear
system is considered with geometrical restrictions for initial states and
integral restrictions on perturbations with a delay of information in the
measurement equation. Under additional assumptions on the system, the
arising problem is reduced to the creation of reachable sets for a special
system. Two ways of approximation of the information set for the orig-
inal system are proposed: by means of ellipsoids and by a method with
multistage systems. The information sets of discrete multistep systems
converges in the Hausdorff metric to the corresponding information set
of the continuous system when the partition diameter of the observation
interval is reduced. A numerical example is given.

References

1. Ananyev B.I., Yurovskikh P.A. Approksimatsiya zadachi garantirovannogo otseni-
vaniya so smeshannymi ogranicheniyami. Trudy IMM UrO RAN, 2020, vol. 26, no.
4, pp. 48-63. https://doi.org/10.21538/0134-4889-2020-26-4-48-63 (in Russian)

2. Ananyev B.I., Yurovskikh P.A. O zadache otsenivaniya s razdel'nymi ograni-
cheniyami na nachalnyye sostoyaniya i vozmushcheniya. Trudy IMM UrO RAN,
2021, vol. 28, no. 1, pp. 27-39. https://doi.org/10.21538 /0134-4889-2022-28-1-27-
39 (in Russian)

3. Ananyev B.I. A Guaranteed State Estimation of Linear Retarded Neutral Type
Systems. AIP Conference Proceedings 1895, 2017, 050001. https://doi.org/
10.1063/1.5007373

4. Ahmedova N.K., Kolmanovskii V.B., Matasov A.l. Constructive filtering algo-
rithms for delayed systems with uncertain statistics. ASME Journal of Dynamic
Systems, Measurement, and Control. Special Issue: Time Delayed Systems, 2003,
vol. 125, no. 2, pp. 229-235. https://doi.org/10.1115/1.1569951

5. Gusev M.I. O metode shtrafnich funktsii dlya upravlyaemich sistem c fazovimi
ogranicheniyami pri integral’nich ogranicheniyach na upravleniye. Trudy IMM UrO
RAN, 2021, vol. 27, no. 3, pp. 59-70. https://doi.org/10.21538/0134-4889-2021-27-
3-59-70

6. Kolmanovskii V.B., Kopylova N.K., Matasov A.I. An approximate method for
solving stochastic guaranteed estimation problem in hereditary systems. Dynamic
Systems and Applications, 2001, vol. 10, no. 3, pp. 305-325.

7. Kurzhanski A.B., Varaiya P. Dynamics and Control of Trajectory Tubes: Theory
and Computation. SCFA, Birkhauser, 2014, 445 p.

8. Srochko V.A., Aksenyushkina E.V., Antonik V.G. Resolution of a Linear-
quadratic Optimal Control Problem Based on Finite-dimensional Models. The
Bulletin of Irkutsk State University. Series Mathematics, 2021, vol. 37, pp. 3—16.
https://doi.org/10.26516,/1997-7670.2021.37.3 (in Russian)

9. Srochko V.A., Aksenyushkina E.V. On Resolution of an Extremum Norm Problem
for the Terminal State of a Linear System. The Bulletin of Irkutsk State University.
Series Mathematics, 2020, vol. 34, pp. 3-17. https://doi.org/10.26516/1997-
7670.2020.34.3

WsBectus MpkyTcKOro rocylapcTBEHHOTO YHUBEPCUTETA.
Cepusi «Maremarukay. 2022. T. 42. C. 3-16



ABOUT AN ESTIMATION PROBLEM OF A LINEAR SYSTEM 15

10. Filippova T.F. Control and estimation for a class of impulsive dynamical sy-
stems. Ural Math. J., 2019, vol. 5, no. 2, pp. 21-30. https://doi.org/10.15-
826,/um;j.2019.2.003

COmncok MCTOYHUKOB

1. Amnanves B. U., FOposckux I1. A. Annpokcumanusi 3a/1a4u rapaHTHPOBAHHOTO OIe-
HUBAaHWS CO CMemaHubivMu orpanmdenuamvu // Tpyaer UMM YpO PAH. 2020. T.
26, Ne 4. C. 48-63. https://doi.org/10.21538/0134-4889-2020-26-4-48-63

2. Amannes B. U., FOposckux I1. A. O 3amade oneHuBanus ¢ pa3ejbHBIMU OIPaHU-
YEeHMsIMA Ha HadaJlbHble COCTOsiHUSA U Bo3Mmyienus // Tpyaert UMM YpO PAH.
2021. T. 28, Ne 1. C. 27-39. https://doi.org/10.21538,/0134-4889-2022-28-1-27-39

3. Ananyev B. I. A Guaranteed State Estimation of Linear Retarded Neutral Type
Systems // AIP Conference Proceedings 1895. 050001 (2017). https://doi.org/
10.1063/1.5007373

4. Ahmedova N. K., Kolmanovskii V. B., Matasov A. I. Constructive filtering algo-
rithms for delayed systems with uncertain statistics // ASME Journal of Dynamic
Systems, Measurement, and Control. Special Issue: Time Delayed Systems. 2003.
Vol. 125, N 2. P. 229-235. https://doi.org/10.1115/1.1569951

5. T'yces M. . O merone mrpadHbIX (DYyHKIUN [1JIs YIIPABIAEMbIX CUCTEM C (pa30BbI-
MU OTPAHWYIECHUSIMU MIPU WHTErPAJBHBIX OTPAHMYIEHUAX HA ynpassienaue // Tpymsr
VMM VYpO PAH. 2021. T. 27, Ne 3. C. 59-70. https://doi.org/10.21538,/0134-4889-
2021-27-3-59-70

6. Kolmanovskii V. B.,; Kopylova N. K., Matasov A. I. An approximate method
for solving stochastic guaranteed estimation problem in hereditary systems //
Dynamic Systems and Applications. 2001. T. 10, Ne 3. C. 305-325.

7. Kurzhanski A. B., Varaiya P. Dynamics and Control of Trajectory Tubes: Theory
and Computation. SCFA, Birkh&user, 2014. 445 p.

8. Cpouko B. A., Akcenronmkuna E. B., Auronuk B. I'. Pemenue sinneiino-xBagparnd-
HOHU 33871491 ONTHMAJBHOTO YIPABJICHWS HA OCHOBE KOHETHOMEDHBIX Momenei //
MsBecrusi Vpkyrckoro rocymapcrBennoro yuubepcurera. Cepusi Martemaruka.
2021. T. 37. C. 3-16. https://doi.org/10.26516/1997-7670.2021.37.3

9. Srochko V. A., Aksenyushkina E. V. On Resolution of an Extremum Norm
Problem for the Terminal State of a Linear System // Mssectust Vpkyrcko-
ro rocyjmapcrsenHoro yumpepcurera. Cepusi Maremaruka. 2020. T. 34. C. 3-17.
https://doi.org/10.26516,/1997-7670.2020.34.3

10. Filippova T. F. Control and estimation for a class of impulsive
dynamical Systems // Ural Math. J. 2019. Vol. 5, N 2. P. 21-30.
https://doi.org/10.15826 /umj.2019.2.003

O6 aBTOpax About the authors

AnanbeB Bopuc BanoBu4, 1-p Boris I. Ananyev, Dr. Sci.
dwus.-mar. HAYK, C.H.C., MHCTATYT (Phys.—Math.), Senior Res., N. N.
MaTeMaTuku u mexanuku uMm. H. H. Krasovskii Institute of Mathematics

Kpacoeckoro ¥YpO PAH, Poccuiickast and Mechanics UB RAS,

Deneparnust, 620108, r. Exarepunbypr, Yekaterinburg, 620108, Russian
abi@imm.uran.ru, Federation, abi@imm.uran.ru,
https://orcid.org/0000-0002-1378-0240  https://orcid.org/0000-0002-1378-0240



16 B.I. ANANYEV, P. A. YUROVSKIKH

FOposckux IToauna Polina A. Yurovskikh,
AJlekcaHApPOBHA, ACTTUPAHT, Postgraduate, N. N. Krasovskii
WucTuTyT MaTeMaTUKN U MEXaHUKU Institute of Mathematics and

nm. H. H. Kpacoeckoro ¥YpO PAH, Mechanics UB RAS, Yekaterinburg,
Poccuiickas Penepartust, 620108, r. 620108, Russian Federation,
Exarepun6bypr, polina2104@list.ru, polina2104@list.ru,

https://orcid.org/0000-0001-8051-3428  https://orcid.org/0000-0001-8051-3428

Hocmynuaa 6 pedaryuro / Received 27.08.2022
Iocmynuna nocae peuensuposanus / Revised 05.10.2022
ITpunama x nybaukayuu / Accepted 10.10.2022

WsBectus MpkyTcKoro rocy1apcTBEHHOTO YHUBEPCUTETA.
Cepusi «Maremarukay. 2022. T. 42. C. 3-16



