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Abstract. The problem of a displacement field calculation for an image sequence based
on a discrete model is being solved. Algorithms for velocity field (displacement field)
construction are in demand in various image processing tasks. These methods are used
in motion detection, object movement tracking, analysis of complex images, movement
correction of medical diagnostic images in nuclear medicine, radiology, etc. An opti-
mization approach to the displacement field construction based on a discrete model is
developed in the paper. The approach explores the possibility of taking into account
the brightness change along the trajectories of the system. A linear model is considered.
Directed optimization methods based on the analytical representation of the functional
gradient are constructed to search for unknown parameters. The algorithm for displace-
ment field construction with image partitioning into regions (neighborhoods) is proposed.
This algorithm can be used to process a variety of image sequences. The results of the
algorithm operation on test radionuclide images are presented.
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Hayunas crarbs

IlocTpoeHue 1oJis nIepeMelnieHnii Ha OCHOBE JUCKPETHOI
MOJIeJIN B 3a/la4aX o0paboTKu M300parKeHuii
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I Canxr-TITerep6yprexuit rOCyIapCTBEHHBIHN YVHHUBEPCUTET, Cankr-Ilerepbypr,
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Annoranus. Pemmaerca 3a/1a4a OCTPpOEHNUs MOJIsT TIEPEMEIIEHIH 11 TOCJI€I0BATEIHHO-
cTu n300parkKeHnii Ha OCHOBE JUCKPETHON MOJe . AJITOPUTMBI TIOCTPOEHUST TIOJIsT CKOPO-
creii (mosts mepeMereHnii) BOCTpeGOBAHbl B PA3JIMYHBIX 3a/a9aX 00paboTKu u306parke-
auit. JlaHHBIE METOIBI TPUMEHSTIOTCS i OOHAPYKEHUST [TEPEMEIEHU, OTCICIKUBAHNUST
JBUXKYIIAXCHA OOBEKTOB, aHAJIN3a CJIOXKHBIX N300parkeHUil C IeJIbI0 KOPPEKIINH JIBUKeE-
HUSI HA MEJUITMHCKUX JUATHOCTUYECKUX M300DaKEHMSX, HATPUMED PAIUOHYKIUIHBIX U
T. 1. B pabore pa3sBuBaeTCs ONTUMHU3AIMOHHBIN IIOAXON K IIOCTPOEHHIO IIOJISI IIepeMe-
IIEHUHU Ha OCHOBE NUCKPETHON MOIEJIH, B KOTOPOH 3aJI02K€Ha BO3MOXKHOCTBL YUYHATBHIBATDH
W3MeHeHNe sIPKOCTH BJIOJIb TPAEKTOPHiA CUCTEeMBI. PaccMarpuBaeTcsl IMHEHHAsT MOJEb.
Ha ocmoBe aHAmMTHY€CKOrO MIPEICTABIEHNS IPAANEHTa (PYHKIIMOHAIA CTPOSITCS HAIIPAB-
JIEHHBbIE METOJbI ONTHUMHU3AINHN JjIsi TIOUCKA HEM3BECTHBIX mapameTpoB. I[Ipemaraercs
aJICOPUTM ITOCTPOEHUSI IIOJIsI TepEeMENIeHn ¢ pa3dueHreM HN300parkKeHusl Ha 1o/00J1a-
cru. /IaHHBIN aJTOPUTM MOXKET MPUMEHSITHCS s 0OpabOTKM PA3/INIHBIX MOCTEI0BA-
TeapHOCTEN M306pakennit. [IpencraBiensr pe3yabTaTsl paboThl AJITOPUTMA HA TECTOBBIX
PaIMOHYKIUTHBIX U300parKeHUSIX.

KuroueBble cjioBa: AUCKPETHBIE CHCTEMBI, TIOJIE TIEPEMEIEeHIH, Bapualusi (pyHKIIMOHA~
Jia, ONTUMU3aIMsI, 00paboTKa N300paKeHui

Ccouika agsa nmurupoBauus: Kotina E. D.; Leonova E. B., Ploskikh V. A. Displacement
Field Construction Based on a Discrete Model in Image Processing Problems // UssecTus
Wpkyrckoro rocymapcreernnoro yausepcurera. Cepust Maremaruka. 2022. T. 39. C. 3-16.
https://doi.org/10.26516/1997-7670.2022.39.3

1. Introduction

The value of application of image processing, pattern recognition and
artificial intelligence is constantly growing. The number of areas in which
the use of these algorithms becomes necessary is increasing: from the
tasks of video surveillance, the construction of inspection complexes, image
recognition, to the problems of modern medicine, including a variety of
diagnostic images and video support of surgery. The relevance of im-
age processing development dictates the need to create new mathematical
methods and approaches based on a variety of subjects, including control

Ussectust IpkyTCKOro rocyIapCTBEHHOTO YHUBEPCUTETA.
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theory, linearization, and mathematical modeling. At the same time, new
domain problems are constantly emerging in engineering, physics, medicine
and other fields, and the requirements to the accuracy of their results are
increasing [3;5-7;9;11;15;17;22;24].

Various authors proposed solutions to the velocity field (displacement
field) calculation problem. Some of the first problem definitions relate to
the beginning time of the video surveillance systems’ use (video sequences
analysis). These definitions are known as optical flow determination prob-
lems [16]. The key assumption in this case was the brightness constancy
along the motion trajectories. Global and local methods, methods of vari-
ational calculus, correlation analysis, etc. were considered. [8;10;12-14;
16;20;23].

An approach that assumes a change in brightness along the motion tra-
jectories was proposed in [8;21]. In particular, this method was considered
for radionuclide images, where the image brightness represents the radio-
pharmaceutical distribution density. A velocity field calculation method
based on a continuous model using an optimization algorithm was proposed
in articles [1;11]. The change of brightness along the movement trajectories
was also assumed in these works.

A discrete model was proposed in the article [2] to solve the problem
of displacement field calculation for image sequences, and the functional
variations being studied are presented in an analytical form. This article
expands that approach: the discrete linear model is considered in a general
form. A displacement field calculation algorithm for successive images is
presented.

2. The discrete model

The following discrete model is considered
y(k+1)=F(k,y(k),u(k)),k=0,...,N—1 (2.1)

It is assumed that the system (2.1) describes the movement of points of the
object of interest in the sequence of images. Here y (k) is a m-dimensional
state vector that characterizes the change in the image points in the se-
quence, u (k) is a r-dimensional vector of parameters. F (k,y (k),u (k)) is
a m-dimensional vector function that for every k € {0,1,...,N — 1} it is
defined and continuous on the set Q, x U (k) on its arguments (y (k) ,u (k))
together with its first and second partial derivatives, 2, is the subdomain
of R™, and U (k),k = 0,1,..., N — 1 are compact subsets of R". The

Jacobian J = J (k,y (k),u(k)) = |%W| is assumed to be non-
zero for all of k,y (k),u (k). We will further use the notation y, = y (k).
The displacement field between two consecutive images will be defined as

the set of displacement vectors constructed at the original image points.
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The initial condition for system (2.1) has the form

y (0) = yo, yo € M.

Here My is a compact subset of R™ of nonzero measure. p = p(k) =
p(k,y(k)) is the image brightness function at the k-th step, and py =
po (yo) = p(0,y0). It should be noted that it will be a function of the ra-
diopharmaceutical distribution density in case of radionuclide studies [18].
We will assume that the brightness changes p (k, yx) along the system (2.1)
trajectories according to the transfer equation [18;21]:

pk+1yk+1)=J" p(k,yr),k=0,...,N -1, (2.2)

with the initial condition p (0, yo) = po (yo)-

Next, we will consider equations (2.1) and (2.2) together with the cor-
responding initial conditions. This system of equations defines a model for
obtaining an image sequence, taking into account the change in brightness
along the system (2.1) trajectories. We have to note that if the Jacobian
Jr = 1, then the brightness along the motion trajectories remains constant,
and we will have the case of the so-called optical flow.

The sequence of vectors {u (0),u(1),...,u (N — 1)} we will further call
the control vector and denote as u. It defines the right parts of the system
(2.1) and needs to be found. The sequence of vectors {y (0),y (1), ...,y (N)}
is denoted as y = y(yo,u) and will be called the motion trajectory. The
state of the trajectory at the k-th step is denoted as y (k) = y (k, yo,u). The
set of trajectories y (yo,u), which correspond to a given control vector u
and various initial states yo € My, will be called the trajectory ensemble [4].

Let’s denote the cross-section of the trajectory beam at the k-th step as
My =A{y (k) : y (k) =y (k,y0,u(K)), 50 € Mo}. The function p (k,y (k))
for each k € {0,1,..., N} is defined and continuous on the set My, with
respect to y (k) together with its partial derivatives. Let us introduce the
quality functional in the following form:

I(u) =%, /M 9k (Yks p (K, yx)) Ay, (2.3)

here g = g (yk, p (k,yx)) are continuously differentiable functions of their
arguments, y is an integration variable over the set Mj, .,k =1,...,N. For
the system (2.1) — (2.2) we need to find such an admissible u that minimizes
the quality functional (2.3). We will call the control vector admissible if
it satisfies the conditions u (k) € U (k),k = 1,...N — 1. Note that finding
the control vector u thereby defines the system (2.1), and the displacement
vectors at the image points at each step k can be calculated.

The variation of functional (2.3) can be presented in the following form
(based on the methodology presented in [4]):

Ussectust IpKyTCKOro roCylapCTBEHHOTO YHUBEPCUTETA.
Cepusi «Maremarukay. 2022. T. 39. C. 3-16
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N—-1 -1
1= / (J(k)pT(kJrl) ZZ((:)) +Jk§T(k+1)p(k)m +
k:OMk,u
+al+ 1) G Y (),
(2.4)

where p (k),€ (k) ,q (k) are the following auxiliary functions:

T (N) = (89 (yN,PN)> TN = (89 (yN,PN)> 7

oy (N) o0 (N)
0(N) =g (o) 87 ()= T ()7 (ot 1) 5 )
071 (k) 0 (k) (2.5)
+Jk§T(k+1)P(k)W+ q(k+1) u ()’
(0 = (1) + G0, a k) =T (Ra(k+ 1)+ ().
k=1, N—1.

Let’s introduce a special variation of control vector u [4]:

Au(k)=0, k=1,...,.N =1, k#j, Au(j) #0.
We will call a variation admissible for an admissible control vector w if
there exists £ > 0, such that when 0 <e <¢&
u(j) +elAu(j) € U (j)-

Using a special control vector variation and representation of the varia-
tion (2.4) of the functional (2.3), we can formulate the following theorem.

Theorem. In order for the control vector
u’ = {u® (0),2°(1),...,u® (N — 1)}

to be optimal in terms of functional (2.3), it is necessary that the following
inequality holds for all permissible control vector variations u®

-1
[ (705 G0 S8 4 T e 1 %Y
My w0 (2.6)
+q(k+1) gié:;)dykAu(k) >0, k=1,...,N —1.
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Herep(k+1),£(k+1),q(k+ 1) satisfy the relations (2.5) with optimal
control vector and the corresponding optimal trajectory y (yo, uo).

Representation of the functional variation (2.4) and the optimality con-
dition (2.6) allow us to construct various directional optimization methods.

3. The optimization algorithm for displacement field calculation

Let’s consider an image sequence, i.e. brightness distribution across
frames (the brightness function). As an example, we observe the radiophar-
maceutical distribution density on each frame in a dynamic radionuclide
study [18]. Let’s denote it p (k,y (k)), k=0, ..., N, and p (0,3 (0)) = po (yo) -
To solve the problem we need to restore some function F (k,y (k) ,u (k)),
in which the parameters vector u (k) is the unknown.

Let’s consider the functional (2.3) when

i (s p (ko)) = v (koye) (p (kyyw) — o (koye))? b =1,..,N,  (3.1)

where v (k, y) are weight functions that allow the selection of image regions
of interest. We find the parameters vector u (k) by minimizing the func-
tional (2.3). That allows us to calculate a displacement field in accordance
with the equation (2.1).

Considering one step of the process, i.e. two consecutive images (N = 1),
the system (2.1) will take the form:

y(1) = F(0,y(0),u(0)).
We will further use the notation y (0)=y,u (0)=u, F (0,y,u) = F (y,u).
As noted earlier [1;2], the type of function F' in the system (2.1) is unknown.
In this paper we will consider the function F' as a linear vector function

F (y,u) = Ay + B, (3.2)

1

where y = (52 > is a 2-dimensional vector, and A is a 2 x 2 matrix, B is

a 2-dimensional vector.
Let’s consider the case of optical flow, i.e. detA = 1. In this case we
have

U U2 Uy
A= . B = .
us 1+312u3 ) us

Thus, the goal is to find the parameters vector u = (uy, ug, us, ug, us).
The functional variation (2.4) in this case is written as follows:

oI (u) = /M ' (1) aFéZ’u)dyAu, (3.3)

Ussectust IpkyTCKOro rocyIapCTBEHHOTO YHUBEPCUTETA.
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1 2
T (1) — 99(1) 9F(yu) _ Qy y 0 1o
where p* (1) oy u <—y (1:%u2u3) %yz y1_{_%y2 01
We denote p™ (1) = (p1, pa).
Taking into account the assumptions made in this section and the ex-
pression (3.3) for the functional variation we can formulate the following
statement.

State 1. Considering one step of the process (N = 1) in a system (2.1)
with the right part in the form of a linear vector function (3.2) the gradient
of the target functional (2.3) has the following form in the case of an optical

flow:

oI 1 + uous oI u3
— = / (plyl —po———y? | dy, =— = / my® +pa—y? | dy,
Juy Mo (u1) Ouz Mo uy

ol u ol ol
e =/ P2 <y1 + 2y2> dy, — =/ mdy, — =/ pady.
8u3 Mo (5% 8714 Mo aU5 Mo

(3.4)

The obtained analytical representation of the functional gradient allows
us to build methods of directed optimization.

Function p (k,y (k)) with a fixed k is a function of two spatial variables
y!' and 32. We will consider it in a bounded rectangular region of the image.
We introduce a fixed grid of points with a step increment of A; (size of
the pixel along the y' axis), and of Ay (size of the pixel along the y? axis).
Thus, the brightness values (distribution density) of the each image pixel
of are p(n1A1,n2A2) = p (yl,yQ) lyl=n1 Ay y2=nsAy, and N1 € N1 € Z,np €
Ny € Z.

Note that the considered images can include both moving and station-
ary objects, objects moving at different speeds and in different directions.
Therefore, it is possible to divide images into regions, in each one the
displacement field is determined by its linear system. The size and number
of regions may vary depending on the image content and the specific task
goal.

Let’s consider the optimization algorithm that finds the vector of un-
known parameters u and calculates the displacement field. We assume
that the initial state of the system (2.1)-(2.2) is set, i.e. the set My and the
initial brightness distribution pg are defined, and the brightness distribution
p(1,y (1)) is known. The main steps of the algorithm are following:

1) Split an image into regions, j = 0,..., M — 1 is a region number, M =
p X ¢, p is a number of partitions on the y' axis, ¢ is a number of
partitions on the y? axis. Set j = 0.

2) Set the initial approximation for the vector of unknown parameters u°.

Set i=0.
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3) Begin the i-th iteration of the algorithm.

4) Calculate the value of the integral functional I (u’) by formulas (2.3),
(3.1).

5) Calculate the auxiliary function p? (1) = (pl,pg). To determine it,
calculate the partial derivatives values of 2 8y1, gy@ in the nodes of the
grid using the Sobel operator.

6) Calculate the gradient of the integral functional by formulas (3.4).

7) Calculate the u't! = u! — & - gradl (ul), & — optimization parame-
ter. The parameter & is found as a result of minimizing the function
f(a) = I(u"—ax*gradl (u')). Meanwhile, any implementation of
one-dimensional minimization can be used.

8) Check the algorithm stop conditions: the required accuracy (|I (u'™)—
I(u')| <€) or a set number of iterations (i = I). When performing
this step, write down the resulting u‘t! for the j-th section of the
image and proceed to step 2 of the algorithm for j = j + 1 or to step
10ifj=M —1.

9) If the conditions of step 8 are not met, then i=i+1 and return to step 3.

10) Calculate the displacement vectors (y (1) — y (0)). The value of vector
u defines the right part of the system (2.1) for each region, and the
displacement field can be calculated.

4. Examples of the algorithm application

Let’s demonstrate the algorithm on images that are obtained during di-
agnostic radionuclide studies. The studies use radiopharmaceuticals which
allow imaging the state of organs and body systems in norm and pathology.
The digital processing and analysis of the obtained images is performed.
The algorithm proposed in the paper was implemented in Matlab and
tested.

The radionuclide images obtained during dynamic scan are conside-
red [18]. Figure 1 shows the radionuclide image sequence obtained as a
result of a hepatobiliary system dynamic study. One of the processing
stages is to find regions of interest, e.g. the liver, the gallbladder, etc. A
contour is usually detected on one frame and then overlaid on the rest, but
since this interest area is mobile, the contour may not capture the region of
interest on other frames. Therefore, there is a need to correct the contour
position on other frames. The study usually contains about 90 frames,

Ussectust IpkyTCKOro roCyIapCTBEHHOTO YHUBEPCUTETA.
Cepusi «Maremarukay. 2022. T. 39. C. 3-16
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Figure 2. The sequence of source images (top row), a first frame object contour,
overlaid to all other frames (middle row), the adjusted position of the contour
taking into account the displacement field (bottom row)

so the automation of this correction is highly desirable. The area which
contains the region of interest has highlighted by a rectangle on one of the
frames.

Figure 2 shows the contour position correction using the proposed algo-
rithm. For each frame, the region of interest indicated above was considered
and the contour movement was detected. In the example, the considered
images were not divided into local subregions, since it was necessary to
determine the resulting displacement of the region of interest.



12 E.D.KOTINA, E.B.LEONOVA, V. A. PLOSKIKH

Figure 3. Three consecutive source images (top row), the displacement field
between the first and second, and the second and third images (bottom row)

Figure 3 shows three consecutive radionuclide images of the hepatobil-
iary system. The liver, gallbladder, etc. are visualized. A displacement field
is calculated for each pair of consecutive images. In this case, the image
was divided into regions, and then the corresponding linear approximation
system was determined for each one to construct the displacement field.

5. Conclusion

In the paper, the problem of displacement field calculation in the tasks
of image sequences processing was examined. The variational formulation
of the problem was considered, an analytical expression of variation was
given for the proposed quality functional, and a condition of optimality
was formulated. A linear discrete model was used, and the case of optical
flow was considered. The article presents a developed and implemented
optimization algorithm for displacement field determination with the option
of splitting images into regions. The proposed algorithm can be used for
image analysis and motion correction in dynamic radionuclide studies. It
should be noted that the considered model takes into account changes of
brightness along the system trajectories, which expands the scope of this
approach. The algorithm was implemented in the Matlab environment.
The article provides examples of processing radionuclide images using this
method.

Ussectust IpkyTCKOro roCyIapCTBEHHOTO YHUBEPCUTETA.
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