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Abstract. We develop the method of discrete approximations to study optimal control
problems for differential inclusions by using advanced tools of variational analysis and
generalized differentiation. The first part describes the method, appropriate machinery of
variational analysis and then presents the main result on necessary optimality conditions
in maximum principle form for Lipschitzian differential inclusions.

Keywords: optimal control, Lipschitzian differential inclusions, variational analysis,
discrete approximations, generalized differentiation.

1. Introduction

Classical optimal control theory deals with dynamical systems governed
by controlled ordinary differential equations

i(t) = f(t,z(t),u)), ult) €U ae. tela,b], (1.1)

in the class of measurable controls u(-), where f: [a,b] x R" x U — R™ is
a vector function that is continuously differentiable in z, and where U is a
compact set. The main result there is the Pontryagin mazimum principle
(PMP), which provides necessary optimality conditions for strong local
minimizers via the maximization of a certain Hamiltonian function; see
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Research under grant 15RT04, and by Australian Research Council, Discovery Project
under grant DP-190100555.
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[14] and further developments in [1;4;6;17;18] with the references therein,
where the reader can also find extensions of the classical PMP to various
hereditary systems, nonsmooth problems, partial differential equations of
parabolic and hyperbolic types, and other controlled dynamical systems.

More recently, optimal control theory has been extended to dynamical
systems without explicit control parameterizations by considering differen-
tial inclusions of the type

i(t) € F(t,z(t)) ae. t€la,b (1.2)

in the class of absolutely continuous trajectories z(-), where F': [a,b] X
R™ = R" is a set-valued mapping/multifunction acting in finite-dimensional
spaces. We refer the reader to the books [1;6;10;18] with the vast bibliogra-
phies and commentaries therein for various results on optimization prob-
lems for differential inclusions obtained under Lipschitzian assumptions on
the set-valued velocity mapping F'(¢,-) in (1.2). Observe that optimization
problems for Lipschitzian differential inclusions are intrinsically nonsmooth,
and thus their study requires appropriate tools of generalized differentia-
tion. Necessary optimality conditions for such problems were obtained in
extended Euler-Lagrange and Hamiltonian forms (including maximization
conditions of the Weierstrass-Pontryagin type); see the aforementioned
monographs for more details.

It is worth mentioning that the differential inclusion framework (1.2)
covers (via measurable selection theorems) not only the standard optimal
control setting (1.2) with constant control sets U (which may evolve in
time), but also much more challenging situations where control sets depend
on state variables U = U(t, z). The latter setting corresponds to the repre-
sentation F'(t,z) = f(t,x,U(t,x)) in (1.2) while reflecting a certain feedback
control effect that is crucial, in particular, for engineering design. Observe
also that the differential inclusion formalism arises not only in describing
the parameterized control systems of type (1.1) with U = U(¢t, z), but in
other numerous applications to economic, mechanic, and behavioral science
models that do not involve any control parametrization.

In this paper we mainly discuss a constructive approach to the study and
solving of optimization problems for differential inclusions that is based
on the method of discrete approrimations. This approach clearly has a
computational flavor to justify the possibility of the numerical solution
of infinite-dimensional optimization problems by optimizing their finite-
dimensional discrete-time counterparts. But our major goal here is to derive
necessary optimality conditions for the original infinite-dimensional control
problems by reducing them to finite-dimensional ones and employing op-
timality conditions in mathematical programming. The original idea of
this approach goes back to Euler [3] who used it to obtain a necessary
optimality condition (“Euler equation”) for a specific (“simplest”) problem
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OPTIMAL CONTROL OF DIFFERENTIAL INCLUSIONS, I: LIPSCHITZIAN CASE 47

of the calculus of variations on minimizing a particular integral functional
depending on the velocity variable.

The development of this idea in problems with dynamic constraints
of type (1.2), or even of the standard optimal control type (1.1) with
smooth dynamics, is significantly more challenging. The reader is referred
to the author’s books [6;10] with the extensive bibliographies and commen-
taries therein for the implementation of this approach in various classes of
dynamical systems: ordinary differential equations and inclusions, delay-
differential and neutral-type inclusions, partial differential equations and
inclusions of the parabolic type, etc.

In what follows we discuss the current stage of the method of dis-
crete approximations married to appropriate tools of variational analysis
to study optimal control problems for differential inclusions of type (1.2),
where set-valued mappings F' are Lipschitz continuous with respect to state
variables. In this way we derive necessary optimality conditions in the
extended Euler-Lagrange form accompanied by the Weierstrass-Pontryagin
maximum condition. The second part of the paper [13] deals with new
classes of control systems governed by highly discontinuous inclusions with
a controlled sweeping process dynamics.

The rest of the paper is organized as follows. In Section 2 we present
and discuss some basic robust constructions of generalized differentiation
in variational analysis that are appropriate to study differential inclusions
while being widely used in all the subsequent sections.

Section 3 deals with discrete approximations of Lipschitzian differential
inclusions (1.2), without considering their optimization so far. The main
result here shows the possibility of an appropriate strong approrimation
of any feasible trajectory of (1.2) by feasible trajectories of discrete-time
systems that are piecewise linearly extended to the continuous-time inter-
val (“Euler broken lines”). The developed approximation procedure can
be viewed as a numerical scheme of finite-dimensional approximations of
infinite-dimensional problems.

In Section 4 we formulate the Bolza-type optimization problem for dif-
ferential inclusions under consideration and construct a sequence of its
finite-dimensional approximations by problems with discrete time. The
main result here verifies the well-posedness of such a discrete approximation
in the sense of strong W2-convergence of optimal solutions to discrete-time
problems to a given local minimizer of the original continuous-time Bolza
problem under the local Lipschitz continuity of the velocity map.

The final Section 5 is devoted to deriving necessary optimality conditions
for Bolza-type optimization problems governed by Lipschitzian differential
inclusions. Our approach is based on the method of discrete approxima-
tions with the usage of the convergence results from Sections (3) and (4)
together with the tools of generalized differentiation in variational analysis
discussed in Section 2. In this way we construct a well-posed family of
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discrete-time optimization problems, which strongly converge to the given
local minimizer of the original continuous-time problem, obtain necessary
optimality conditions for discrete approximations, and then establish opti-
mality conditions for differential inclusions of the extended Fuler-Lagrange
type accompanied by the Weierstrass-Pontryagin maximization condition.

Throughout the paper we use the standard notation of variational anal-
ysis, generalized differentiation and control theory; see, e.g., [11; 15; 18].
We specified them in the places where they appear for the first time in
the paper. Among other symbols, recall that A* signifies for the trans-
posed/adjoint matrix to A and that N := {1,2,...}. We also mention that
F: R™ = R™ indicates that F' may be a set-valued mapping, in contrast to
the usual notation F': R™ — R™ for single-valued ones.

2. Tools of Generalized Differentiation

In this section we provide a brief overview of those constructions of
generalized differentiation for nonsmooth functions, nonconvex sets, and
set-valued mappings that are used in the paper. These constructions have
been initiated by the author in [5] while now being major in variational
analysis and its applications to optimization, control theory, and numerous
applications; see, e.g., the books [6;9-11;15;18] and the references therein
for more details.

We start with extended-real-valued functions p: R® — R := (—o0, 00],
which is a standard and convenient framework in convex and variational
analysis. Given z € domgy = {x € R™| ¢(z) < oo}, the (first-order)
subdifferential (or the set of subgradients) of ¢ at Z is defined by

0p(Z) = {v eR”

Jap — Z, v — v with p(x) — ¢(Z) and
— — — 2.1

=, [

where k — oo. This construction reduces to the gradient dp(z) = {Vp(Z)}
for smooth functions and to the classical subdifferential of convex analysis
if ¢ is convex. The subgradient set (2.1) is nonempty for any function
© that is locally Lipschitzian around Z while may be nonconvex even for
simple Lipschitzian functions; e.g., dp(0) = {—1,1} for p(z) := —|z| on
R. Nevertheless the subdifferential (2.1) and associated constructions for
sets and set-valued mappings enjoy comprehensive calculus rules, which are
based on variational/extremal principles of variational analysis.

Given a set © C R™, consider its indicator function dq(x), which equals
0 for x € Q2 and oo otherwise, and define the normal cone to Q at T by

No(Z) = N(Z;Q) := 00q(Z) forz € Q, N(z;Q):=0 for ¢ Q. (2.2)
Considering then a set-valued mapping/multifunction F': R” = R™ with
the domain dom F' := {x € R"| F(z) # (0} and the graph gph F' := {(z,y) €
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R™ x R™| y € F(x))}, the coderivative of F at (Z,y) € gph F is defined by
D*F(z,§)(u) == {v € R"| (v,—u) € N((Z,§);gph F)}, u € R™, (2.3)

while we drop ¥ in (2.3) when F is single-valued. In the case where F' is
smooth (C!) around Z we have

D*F(z)(u) = {VF(z)"u} for all ueR™

via the transpose Jacobian matrix, but in general the coderivative (2.3) is
a positively homogeneous set-valued mapping enjoying full calculus rules
and providing complete characterizations (called “Mordukhovich criteria”
in [15]) of the major well-posedness properties in nonlinear analysis related
to Lipschitzian stability, metric regularity, and linear openness/covering of
multifunctions; see [7] and then [9;11;15] for different proofs and numerous
applications. Let us present the corresponding characterization of the lo-
cal Lipschitzian property of set-valued (and single-valued) mappings taken
from [7, Theorem 5.11]. Recall that a multifunction F': R” = R™ is said to
be locally Lipschitzian around (& € dom F' is there exist a constant x > 0
and a neighborhood U of z such that

F(z) C F(u) + k||jz —u||B for all z,u e U,
where B stands for the closed unit ball of the space in question.

Theorem 1. Let F be locally bounded around T. Then it is locally Lips-
chitzian around this point if and only if we have

D*F(z,y)(0) = {0} for all g€ F(Z).

This criterion plays a crucial role in deriving necessary optimality con-
ditions for Lipschitzian differential inclusions in Section 4.

3. Discrete Approximations of Differential Inclusions

This section concerns discrete approximations of continuous-time dy-
namical systems governed by differential inclusions of type (1.2). For
simplicity we consider the case of autonomous differential inclusions

i(t) € F(xz(t)) ae tel0,T] (3.1)

in the class of absolutely continuous trajectories x: [0,7] — R", where the
terminal time 7" > 0 is fixed. Our goal is the show that any feasible trajec-
tory of (3.1) can be strong approximate in the norm of the classical Sobolev
space W12(]0, T]; R™) by feasible trajectories of discrete-time systems that
are piecewise linearly extended to the continuous time interval [0,7]. Note
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that the W12([0,T]; R")-norm convergence of a functional sequence yields
the uniform convergence of the functions on [0, 7] and the a.e. pointwise
convergence of their derivatives along some subsequence.

In what follows we confine ourselves to the wuniform FEuler scheme for
the finite-difference replacement of the derivative

#(t) ~ w b0,

while it does not actually restrict the generality. The discrete approxima-
tion process for (3.1) is formalized as follows. Take any natural number
k € N and form the discrete mesh/qgrid

Ty =40, hg,..., T — hk,T} with hy :=T/k.

Denoting the mesh points t + jhr as j = 0,...,k with to = 0 and tx = T,
construct the family of discrete-time inclusions by

wk(t]’_H) € wk(t]’) + hkF(wk(tj)), 7=0,....k—1. (3.2)

Given a feasible trajectory Z(t) to (3.1), assume from now on that:

(H1) F is locally bounded and locally Lipschitzian around Z(¢) uniformly
in ¢ on the entire interval [0, 7.

The following result provides the desired discrete approximation of any
feasible trajectory to the differential inclusion (3.1).

Theorem 2. Let Z(t) be a feasible trajectory to the differential inclusion
(3.1), and let the assumptions in (H1) be satisfied around z(t). Then
there exists a sequence of discrete trajectories zi(t;), tj € T, to (3.2) with
zk(to) = Z(0) such that their piecewise linear extensions zk(t), t € [0,T],
converge to Z(t) in the WL2([0, T]; R™)-norm as k — oc.

Sketch of Proof. We first approximate Z(¢) in the strong topology of
LY([0,T};
R™ by a sequence of step functions wy,(t), which are constant on [t;, ;1) for
all j =0,...,k —1. Then we construct zj(t;) recurrently by the following
proximal algorithm:

2z (to) = 2(0), 2k(tj+1) = 2x(ty) + havi(t;),
where vy, € F(zk(t])) with
”Uk(tj) — wk(t]’)” = diSt(wk(tj); F(Zk(tj)), 7=0,....k—1

The imposed local Lipschitz continuity of F(-) allows us to verify the
claimed strongly approximation with efficient numerical estimates.

We refer the reader to [10, Theorem 6.4] for a detailed proof of the
approximation result under more general assumptions for nonautonomous
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differential /evolution inclusions with the right-hand side F': [0,T]xX = X
defined on an arbitrary Banach space X. However, the crucial Lipschitz
continuity property of F' with respect to the state variable is essentially used
in the given proof. Observe also that the given proof is constructive with
establishing efficient error bounds and estimates, and hence Theorem 2 is
of a certain numerical value. Nevertheless, the main goal of the developed
approach is utilizing Theorem 2 to derive necessary optimality conditions
in optimal control problems for differential inclusions by using the method
of discrete approximations married to the powerful machinery of variational
analysis and generalized differentiation.

4. Strong Convergence of Discrete Optimal Solutions

In this section we consider the following Bolza-type optimal control
problem (P) for differential inclusions:

T
minimize J[z] := ¢(2(0),z(T)) —|—/0 0(z(t),&(t))dt (4.1)

over absolutely continuous trajectories x: [0,7] — R™ of the autonomous
differential inclusion (3.1) subject to the geometric endpoint constraints

(z(0),z(T)) € . (4.2)

In [1;10; 18] the reader can find more general versions of this problem for
nonautonomous differential inclusions without any convexity assumptions
on F(z) and ¢(x,-) and Lipschitzian assumptions on the terminal and
running costs ¢ and /¢, respectively. We choose here the model in (3.1),
(4.1), (4.2) for simplicity and better comparison with controlled sweeping
processes considered in Part II [13]. The crucial assumption in the necessary
optimality conditions of Theorem 4 is the Lipschitzian dependence of the
set-valued mapping F' on the state variable .

As mentioned in Section 1, our approach to deriving necessary opti-
mality conditions for local minimizers of the above problem (P) is based
on the method of discrete approximations and appropriate machinery of
variational analysis. The main issues of this approach are as follows:

e Construct a family of discrete approximations of the differential in-
clusion (3.1) involving a finite-difference replacement of the derivative in
(3.1) and a consistent perturbation of the endpoint constraints in (4.2).
Then approximate any feasible trajectory of (3.1) by feasible trajectories of
discrete systems in a topology implying the a.e. convergence of the discrete
derivatives that are piecewise constantly extended on the continuous-time
interval [0, 7). In this step (see Section 3) we address not only qualitative
aspects of well-posedness but also numerical ones with estimating error
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bounds, convergence rates, etc. Achieving it leads us to the W!2-norm
approximation of a given local minimizer for the continuous-time problem
(P) by a sequence of optimal solutions to the discrete-time problems that
are piecewise linearly extended to the entire interval [0, 7. In [10] it was
done for a class of the so-called “intermediate local minimizers” introduced
in [8]. This class includes strong local minimizers while occupying an inter-
mediate position between the latter and weak local minimizers in dynamic
optimization; see Definition 1 and subsequent discussions.

e Each discrete-time problem that approximates the original one can be
reduced to a nondynamic problem of mathematical programming in finite
dimensions with increasingly many geometric constraints of the graphical
type. We employ the powerful tools of generalized differentiation discussed
in Section 2 for deriving necessary optimality conditions in the approxi-
mating discrete-time problems. It can be done without any Lipschitzian
and convexity assumptions by applying the well-developed generalized dif-
ferential calculus for them. Note that dealing with the graphical structure
of the geometric constraints requires that the used generalized differential
constructions should be subtle and small enough to handle graphical sets.
In particular, the convexified normal cone by Clarke [1] cannot be employed
for these purposes since applying it to graphical sets often gives us the whole
space or its subspace of maximal dimension; see [9;11;15] for more details.
On the other hand, our constructions discussed in Section 2 satisfy all the
required properties and thus can be successfully implemented.

e Finally, we derive necessary optimality conditions for local minimizers
of (P) by passing to the limit from those for discrete approximations. This
part is the most challenging while requiring the clarification and justifica-
tion of an appropriate convergence of dual arcs. For the case of Lipschitzian
differential inclusions it is done by using the coderivative criterion from
Theorem 1 for the Lipschitz continuity of set-valued mappings.

The necessary optimality conditions formulated below concerns the fol-

lowing notion of local minimizers for optimization problems of type (P)
from (3.1), (4.1), (4.2) that first appeared in [8].

Definition 1. Let Z(-) be a feasible solution to problem (P). We say that
Z(+) is an INTERMEDIATE LOCAL MINIMIZER of rank p € [1,00) for this
problem if there are € > 0 and a > 0 such that J[z] < J[z| for any feasible
solution to (P) satisfying the localizing constraints

T .
le(t) = 2(t)| < ¢ for all t € [0,T] and a/o () — 3(t)|Pdt < =. (4.3)

The localization in (4.3) means in fact that a neighborhood of Z(-) in the
space WP ([0,T]; R") is considered. If a = 0 in (4.3), we get the classical
strong local minimum corresponding to a neighborhood of Z in the norm
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topology of C([0,T];R™). If (4.3) is replaced by
|&(t) — z(t)|| <e ae. te]0,T],

we get the classical weak local minimum in the framework of Definition 1,
which corresponds to considering a neighborhood of Z(+) in the norm topol-
ogy of W1°°([0, T];R"™). The reader is referred to [8;18] for various examples
showing that the intermediate notion of Definition 1 is strictly different from
both strong and weak local minimizers of (P) even for convex autonomous
differential inclusions considered in this paper for simplicity. More precisely,
given a reference trajectory f(t), we suppose that:

(H2) The velocity mapping F in (3.1) is convex-valued and the running
cost £ in (4.1) is convex with respect top the velocity variable .

Note that the convexity assumptions in (H2) can be dismissed by using
a relaxation procedure of the Bogolyubov-Young type. The reader can
find more details on such relaxations in [1;2;10;16; 18] and the references
therein. This approach leads us to study the so-called relazed intermediate
local minimizers of (P) as in [10, Definition 6.7]. Observe also that the
assumptions imposed in the results below ensure that we can consider the
case of p = 2 without loss of generality and thus refer to Z(-) as to an
intermediate local minimizer for problem (P).

We proceed further with the construction of the family of discrete ap-
proximation problems to derive necessary optimality conditions for the
given intermediate local minimizer Z(t) of the original problem (P). Note
that the family (sequence) of discrete-time problems (FP;), & € N, con-
structed below explicitly involves the given minimizer under consideration,
while we do not employ any variations of it as in the conventional methods
of the calculus of variations and optimal control. Given Z(t), for each k € N
problem (Fy) is defined as follows: minimize

Jilzr) == o(zr(to), 2 (te)) + |lzx(to) — 2(0)|*+

Kolootin it — 20 (ts
+ Z/ €<xk(tj), xl ]+12 xl ])>dt+
= k
k=1t T (t~ _ . 2
k(i) —ze(ti) -
+Z/ B —x(t)H it (4.4)
j=0"1
over discrete trajectories xp = z(-) = (i (to),- .., zk(tx)) for the difference
inclusions (3.2) subjects to the constraints
(zx(t0), zx(tr)) € Q + B, (4.5)

i (t;) — 2(t;)| gg forall j=1,....k and (4.6)
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k—1 tit1 t. _ ts 2
Z/] mk( J+1) $k( J) _ —(t)H dt < E’ (4.7)
j=0"t i ’

where ¢ is taken from Definition 1 of the intermediate local minimizer
Z(t), and where 7y, := ||zx(tx) — ZTp(T)|| for the sequence {zx(t)} that
approximates Z(t) by Theorem 2.

The next theorem establishes the well-posedness of the method of dis-
crete approximations concerning the existence of optimal solutions Z(-)
to each problem (P;) and the strong W12([0,T];R") convergence of the
extended sequence of the discrete trajectories Z(t), t € [0,T], to the given
intermediate local minimizer Z(t) to (P).

Theorem 3. Let Z(-) be an intermediate local minimizer for problem (P)
under the assumptions in (H1) and (H2), and let (Py), k € N be a sequence
of the discrete-time optimization problems constructed in (3.2), (4.4)-(4.7).
Suppose in addition that the cost functions ¢ and ¢ in (4.1) are continuous
around Z(-). Then the following assertions hold:

(i) Each problem (Py), when k € N is sufficiently large, admits an
optimal solution Ty(-).

(ii) Any sequence {T(t)} of optimal solutions to (Py) piecewise linearly
extended to the continuous-time interval [0, T] converges to Z(t) in the norm
topology of WH2([0,T]; R™).

Sketch of Proof. Observe first that the set of feasible solutions to each
(Py) with sufficiently large k& € N is nonempty. It follows from Theorem 3,
Definition 1, and the construction of (Pj). Furthermore, we deduce from
the constraints in (4.6) that the feasible set in (Py) is bounded and hence
compact due to its obvious closedness. Thus the existence assertion (i)
holds by to the classical Weierstrass theorem.

To verify (ii), it is sufficient to show that

Jx[zk] — J[x] as k — oo, (4.8)

where the approximating discrete trajectories z(-) are constructed in The-
orem 3 for the given local minimizer Z(-) of (P). Assuming the contrary to
(4.8) and using the compactness of the solution set to differential inclusions
under the assumptions made (as follows from the result by Tolstonogov
[16, Theorem 3.4.2]) allows us to find an absolutely continuous mapping
Z:[0,T] — R™ such that Zx(-) — Z(-) uniformly on [0,7] along a sub-
sequence as k — oo, which corresponds to the weak convergence of the
derivatives. Then the classical Mazur’s theorem on weak closure and the im-
posed convexity of the sets F(x) and the mapping v — ¢(z,v) ensures that
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Z(+) is a feasible trajectory of (3.1). Using finally the assumed continuity
of the functions ¢ and ¢ brings us to a contradiction.

We refer the reader to [10, Theorem 6.13] to a nonconvex and nonau-
tonomous version of Theorem 3 for optimization problems of type (P) with
infinite-dimensional state spaces.

5. Necessary Optimality Conditions

Now we are ready to present the major theorem on necessary optimality
conditions for intermediate local minimizers (and hence for strong local
minimizers as well) of the continuous-time problem (P) obtained by using
the discrete approximation method together with the constructions and
results of variational analysis and generalized differentiation.

Theorem 4. Let Z(-) be an intermediate local minimizer for problem (P)
under the assumptions in (H1) and (H2). Suppose in addition that the run-
ning cost £ and the terminal cost ¢ are locally Lipschitzian around z(-) and
that the constraint set S is locally closed around the endpoint (Z(0),z(T)).
Then there exist a number X > 0 and an absolutely continuous adjoint arc
p: [0,T] = R™, not equal to zero simultaneously, satisfying for a.e. t € [0,T]
the extended Fuler-Lagrange inclusion

p(t) € co {u e R”

(u,p(t)) € AOL(z(t),
+N((2(t), (t)); gph F) }

8l
~—
~~
SN—
SN—

the Weierstrass-Pontryagin mazximum condition

(p(t),&(t)) — M(z(t),2(t)) = max {<p(t),v>—)\€(f(t),v)},

vEF(2(t))

and also the transversality inclusion at both endpoints

(p(0), =p(T)) € Ap(2(0),Z(T)) + N((2(0),%(T)); Q).

Sketch of Proof. Having the well-posedness results of Theorem 3, we
concentrate further on deriving necessary optimality conditions for prob-
lems (Pg), k € N. Note that each problem (Pj) with a fixed number
k € N is a discrete-time problem of dynamic optimization. Clearly it
can be written in a nondynamic form of finite-dimensional optimization
with specific types of constraints. In particular, the dynamic constraints
in (3.2) are reduced to increasingly many geometric constraints expressed
via the graph of the velocity mapping F' from (1.2). Such graphical sets are
intrinsically nonconver and often have nonempty interiors. Nevertheless,
the developed in [9] generalized differential calculus for the robust normal,
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subdifferential, and coderivative constructions reviewed in Section 2 allows
us to derive necessary optimality conditions for the discrete-time problems
(Pg).

To proceed, we first formulate for the reader’s convenience the discrete-
time problems under consideration in the simplified form: minimize

k
Tjr1 — T .
) h g( .jM) biect t
o(xo, k) + JZ::O T . subject to

Tjt1 € xj+hF(x;) for j=0,...,k—1,(xg,2x) € Q.

(5.1)

Then the aforementioned generalized differential calculus ensures that,
without any convexity assumptions and Lipschitz continuity of F, for a
given optimal solution {Z;| j =0,...,k} to (5.1) there exist dual elements
A>0andp; € R"| j=0,...,k}, not equal to zero simultaneously, such
that we have the discrete Fuler-Lagrange inclusions

<p7j+1h_ B ,pj+1) € Y, (@', L“h_ wj) + N((L“h_ xj);gph Fj)

whenever j =0,...,k — 1 with the transversality inclusion
(po, —pk) € A0¢p(Zo, Tk) + N ((Zo, T ); ).

These conditions can be clearly adjusted to the precise form of problem (Py)
for each £ € N. The main issue now is to pass to the limit therein as k — oo.
The usage of Theorem 3 on the primal convergence of optimal trajectories
for problems (Py) to the given local minimizer Z(-) of (P) is surely neces-
sary, while not being sufficient to furnish this limiting procedure. Another
important ingredient in the implementation of this approach is robustness
of the generalized differential constructions from Section 2 with respect to
perturbations of the initial data. However, the availability of both afore-
mentioned results says nothing about an appropriate dual convergence of
adjoint arcs that appear in the discrete Euler-Lagrange inclusions. Such a
dual convergence in the strong topology of the space C([0, T]; R™) is achieved
due to the coderivative criterion for local Lipschitz continuity presented in
Theorem 1. In this way we arrive at all the necessary optimality conditions
of this theorem under the assumptions made.

We refer the reader to [10;12;13] for further developments in this direc-
tion and their various applications.
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OnrumanibHOe ynpaBjeHne auddepeHInaIbHBIMA BKJIIO-
yenusimu, I: JIunmmunesbl nuddepeHInaibHbie BKJIIOYEHUS

b. II. MopmyxoBu4
Tocydapcmeennoti yrnusepcumem Yatina, dempotm, CLIA

Amnnoranusi.  Pazpaboran mMeToJ| IMCKPETHBIX AIIPOKCUMAIAN JUUIsi U3yYEHUs] 3a-
Jad ONTUMAJILHOT'O yIIpaB/IeHus JuddepeHnna bHbIMI BKIIIOYEHUSIMHA C UCIIOIb30BaHIEM
COBPEMEHHBIX MHCTPYMEHTOB BapHAIIMOHHOIO aHA/IN3a U 0000meHHOro auddepeHupo-
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Banns. [lepBas 9acTh OmMCHIBAET METOJl, COOTBETCTBYIOIIMII MEXaHU3M BAPHUAIMOHHO-
ro aHaJin3a, a 3aTeM IPEJICTABJISIET OCHOBHOW PE3YJIbTaT O HEOOXOIUMBIX YCJIOBUSIX OIl-
TUMAaJIBHOCTHA B (pOpMe MPUHITUIIA MAKCHUMyMa JJIs JIUMIIUIEBBIX JuddepeHnnaabHbIX
BKJIIOYEHU.

KuroueBbie cJjioBa: onTuMasibHOe yrpasieHue, Jlunmmunesbl auddepeHuaibHbe
BKJIIOYEHU ST, BADUAIMOHHBIN aHAJIN3, JUCKPETHBIE AlIPOKCHMAIIIH, 0000mennoe audde-
peHIpoBaHue.
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